
P AD-A14l 969 CONFERENCE PROCEEDINGS ON GUIDANCE AND CONTROL 1
TECHNIQUES FOR ADVANCED SP-.(U,) ADVISORY GROUP FOR
AEROSPACE RESEARCH AND DEVELOPMENT NEUILLY.. JAN 84

UNCLASSIFIED AGARD-CP-358 F/G 22'3 L

--E/h/hEEIMo
"IEEE',.'II



*%

* 4,
.4...g

' 4 .. I ll I '

N

A'



L Ab-Ai41Ile

02
L._ AGARD-CP-350

at

AGARD CONFERENCE PROCEEDINGS No.350

Guidance and Control Techniques
for

Advanced Space Vehicles

ppT"lhisdo;:um,3nt has been approved [ . iAY 1 0 1984
for public release and scle: its
distribution is unlimitedl. !

"DISTRIBUTION AND AVAILABILITY

ON BACK COVER

.8 05 o0



COMPONENT PART NOTICE

THIS PAPER IS A COMPONENT PART OF THE FOLLOWING COMPILATION REPORT:

(TITLE): Conference Proceedings on Guidance and Control Techniques for Advanced

Space Vehicles (37th) Held at Florence, Italy on 27-.0 September 1983.

(SOURCE): Advisory Group for Aerospace Research & Development (AGARD)

North Atlantic Treaty Organization, 7 rue Ancelle, 92200 Neuilly sur Seine, France

To ORDER THE COMPLETE COMPILATION REPORT USE AD-A141 969

THE COMPONENT PART IS PROVIDED HERE TO ALLOW USERS ACCESS TO INDIVIDUALLY
AUTHORED SECTIONS OF PROCEEDINGS, ANNALS, SYMPOSIA, ETC. HOWEVER, THE
COMPONENT SHOULD BE CONSIDERED WITHIN THE CONTEXT OF THE OVERALL COMPILATION
REPORT AND NOT AS A STAND-ALONE TECHNICAL REPORT.

THE FOLLOWING COMPONENT PART NUMBERS COMPRISE THE COMPILATION REPORT:

AD#: TITLE:

AD-P003 380 Controls Technology the Key to Future Space Systems
AD-P003 381 Spacecraft Control Research at Nasa
AD-P003 382 Image Dissector Tube Star Trackers Performance: Advantages

and Drawbacks as Compared to those of Charge Transfer Device
Star Trackers

AD-PO03 383 The Fault Tolerant Spaceborne Computer
AD-P003 384 A Double Gimballed Momentum Wheel for Precision Three-Axis

Attitude Control
AD-P003 385 Current Work on High-Grade Space Gyros at Ferranti in the UK
AD-P003 386 Overcoming Unobservability in Three-Axis Stabilisation of

Satellites
AD-P003 387 Multifunction Spacecraft Attitude Estimation and Navigation

System
AD-P003 388 A Filtered Attitude Determination System for Spacecraft

Measurement and Control
AD-P003 389 Inertial-Optical Attitude Determination and Model Following

Control of Manoeuvring Spacecraft
AD-P003 390 Docking Mechanism for In-Orbit Assembly and Spacecraft

Servicing

PD-PO03 391 The Influence of Sensor and Thruster Imperfections on the
Attitude and Position of a Spacecraft Performing a
Rendezvous

AD-P003 392 Control Aspects as Elaborated in Space Rendezvous Simulations
AD-P003 393 An Approach to Attitude Control Maneuvers which Helps

Maintain Orbit inclination
AD-P003 394 Characterization of Uncertainty for Large Space Structure

Control Problems
AD-P003 395 Attitude Control of Large Flexible Spacecraft
AD-P003 396 Low Authority Control Of Flexible Spacecraft Via Numerical

Optimization

AD-P003 397 A Decentralized Active Control System for a Large Flexible

Structure in Space

..-"•.................................................



* COMPONENT PART NOTICE (CON 'T)

AD#W: TITLE:

AD-P003 398 Design and Robustness Analysis of Reduced Order
Controllers for Large Flexible Space Vehicles

AD-P003 399 The Design, Simulation and Developmental Testing
of the Space Data Bus System

AD-P003 400 Verification and Validation Techniques Applied to
the Reconfigurable Block 5D Satellite Software

rl

- h

.A ca i

;" CMPONNT PRT OTIC (co 'T

AD-P003 00 Ver icatio n a a eetin Tpchnesdplidt
the~- Reon i:u l B.l ock a D al telieSfwr

*,USLIAIY%.

r..- -::- . ****** .- i1 .~-.



AGARD-CP-350

AGARD CONFERENCE PROCEEDINGS No.350

Guidance and Control Techniques
for

AdacdSpace Vehicles

This do'um--nt h:--s been -7proved lY1098
Ifor puHic relase and sc; its

distribution is unlimrited.A

DISTRIBUTION AND AVAILABILITY)
ON BACK COVER

o4 6



COMPONENT PART NOTICE

THIS PAPER IS A COIPONENT PART OF THE FOLLOWING COMPILATION REPORT:

(TITLE): Conference Proceedings on Guidance and Control Techniques for Advv: ed

Space Vehicles (37th) Held at Florence, Italy on 27-",0 September 1±33.

(SOURCE): Advisory Group for Aerospace Research & Developiment (AG\RD)

North Atlantic Treaty Organizati. , 7 rue Ancellc, 92'00 Noui1v ur S, -

To ORDER THE COMPLETE COMPILATION REPORT USE AD-A141 969 i

THE COMPONENT PART IS PROVIDED HERE TO ALLOW USERS ACCESS TO INDIVIDUALLY I
AUTHORED SECTIONS OF PROCEEDINGS, ANNALS, SYMPOSIA, ETC. HOWEVER, THE
COMPONENT S,,ULD BE CONSIDERED WITHIN THE CONTEXT OF THE OVERALL COMPILATION
REPORT AND NOT AS A STANID-ALONE TECHNICAL REPORT-

THE FOLLOWING COMPONENT PART NUMBERS COMPRISE THE COMPILATION REPORT:

AM#: TITLE:

AD-P003 380 Controls Technology the Key to Future Space Systens
AD-P003 381 Spacecraft Control Research at Nasa
AD-P003 382 Image Dissector Tube Star Trackers Performance: Advantages K

and Drawbacks as Compared to those of Charge Transfer Device
Star Trackers

AD-P003 383 The Fault Tolerant Spaceborne Computer
AD-P003 384 A Double Gimballed Momentum Wheel for Precision Three-Axis

Attitude Control
AD-PO03 385 Current Work on High-Grade Space Gyros at Ferrarti in the 15K
AD-P003 386 Overcoming Unobservability in Three-Axis Stabilisation of

Satellites
AD-P003 387 Multifunction Spacecraft Attitude Estimation ari Navigation

System
AD-P003 388 A Filtered Attitude Determination System for Spacecraft

Measurement and Control
AD-P003 389 Inertial-Optical Attitude Determination and Model Following

Control of Manoeuvring Spacecraft
AD-P003 390 Docking Mechanism for In-Orbit Assembly and Spacecraft

Servicing
AD-P003 391 The Influence of Sensor and Thruster Imperfections on the

Attitude and Position of a Spacecraft Performing a
Rdndezvous

AD-P003 392 Control Aspects as Elaborated in Space Rendezvous Simulation:-
AD-P003 393 An Approach to. Attitude Control Maneuvers which Helps

Maintain Orbit inclination
AD-P003 394 Characterization of Uncertainty for Large Space Structure

Control Problems
AD-P003 395 Attitude Control of Large Flexible Spacecraft
AD-P003 396 Low Authority Control Of Flexible Spacecraft Via Numerical

Optimization

AD-P003 397 A Decentralized Active Control System for a Large 1'lxiUl
Structure in Space

• .S

d



I A[M: TI TLE:
ADP0 398 Design and Robustness Analysis of Reduced Order

Controllers for Large Flexible Space Vehicles

of the Space Data Bus System
ADI03400 Veiiainand Validation Techniques Applied to

the Reconfigur~ble Block 5D Satellite Software

7- .:.'

da~umenthabenapod
p .i'Lii roie u i~d sale; its

- " Iion 3 uahmit.

aN



NORTH ATLANTIC TRI-ATY ORGANIZATION

ADVISORY GROUP FOR AEROSPACE RESEARCH AND) DEVELOPNIENT

(ORGANISATION DU TRAITE IDE L'ATLANTIQLIE NORD)

AGARD Conference Proceedings No.350 ? S

GUIDANCE AND CONTROL TECHNIQUES

* FOR ADVANCED SPACE VEHICLES

D 2 4S

"S

Papers presented at the Guidance and Control Panel 37th Symposium S.

held in Florence, [taly, 27-30 September 1983.



.:_.... . . . . . . . . . . . . . . ..

117. -- - 7 4- 7.

THE MISSION OF AGARD

The mission of A(;ARI) is to bring together the leading personalities of the N..\r() nations il the fields it ociCfCC
and technology relating to aerospace for the following purposes:

Exchanging of scientific and technical information:

- Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence
posture:

Improving the co-operation among member nations in aerospace research and development. "

Providing scientific and technical advice and assistance to the North Atlantic Military Committee in the field
of aerospace research and development.

Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations in
connection with research and development problems in the aerospace field:

Providing assistance to member nations for the purpose of increasing their scientific and technical potential:

Recommending effective ways for the member nations to use their research and development capabilities for
the common benefit of the NATO community.

." The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior
representatives from each member nation. The mission of AGARD is carried out through the Panels which are
composed of experts appointed by the National Delegates. the ('onsultant and Exchange Programme and the Aerospace

% Applications Studies Programme. The results of AGARD work are reported to the member nations and the NATO
Authorities through the AGARD series of publications of which this is one.

Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations.

%..-' ._. 
..

The content of this publication has been reproduced directly
,v- directly from material supplied by AGARD or the authors.

Published January 1984

Copyright ©D AGARD 19)84
All Rights Reserved .

ISBN 92-835-0349-X

Printed by Specialised Printing Serrices Limited
40 Chigwell Lane, Loug/nion. Fhsv 10I 377



PRLI:ACL

%1IiIit a r a p p Iications of Npiace for navigaition. coil miunication mid! titlelIIigenec impo~c
increasing reqoirel ents onl spacecratt capacity,. orbit control and pointinge 1c~r~ licti-c
requirements are to bie met for a long active lifetime. %% ith a hi10h sor% ivabilits and it lot
cost. As the size of the spacecraft tends to increase v.ith capacity , it t he neat I t mt- larel!-
complex space systems will Ibe ne0eded, that reql Uire in-orbit aseniand %% hil It I illa t

mechanical tiex biliy

To meet thle requiremecnts for fuLture spacecraft the performnlce of exist lig c0111ponctos1i
suIch as actluators andi sensoirs. is imiproved or nev% concepts are de e loped. Ili parti li thc
Ilse of tmicroprocessors and other data distribution systems permiits toolllltntiolA uIsc 01
vartoius sensors or information souirces to produce eitect ye, survivable sictsat loss cost.
Increasing on-board coitipoting capacity enables thle Ilse of sohsiae oftss arc tot
effective contplex spacecraft control. A unliti Lie aspect of' large spacecraft is lie conitrol ol
the structural configuration in order to achieve a specific pointing a ccuracy.

* ~Les applications spatiales it des fins militaires daim les, dontaines tic la iias igation. tic, , -

cotutnunications et des renseigtletients sc t raduisent pr dies ex igences croissant es aut planl
de la CapaCite Lde'. vaisseaux spatiauIx LIL controle die Icur orbite et Lie hi prvcis itn dIL L~iltOtc. .-

11 faut irtpondre Li ces exigences enl tenlant cotripte die divers lacteurs: 10Longu Ie tie %sic
active, changes Llevt~s Lie survie et prix Lde revien t inod ique. La taille dCS vatss1eaux\ spat iatl\
tend Li s'accroitre avec ILur capacite; par conisequent.l dans tin proclte a% enir. otit Lit ilisera dlc,
svstetles spatiaux compl11Ces et tIe grandes dimtensions quLi nucssi tcr011 uill assnt b lac'qe enl
orbite et aboutiront L ine souplesse wt~aniqueC.

%1Pour satisfaire attx intperatif S ties futurs vaissea usI spat akl\. oil and elore atILILiit
les performances die, composants existantls. teis que ser-No-commnandleN et capt curs. ol ion

developpe de nouiveaux concepts. Le recours. en particulier., au\ Itticroproceseu r, et auli r
syst~tnes de distribution die tlornnts peritiet title Litilisatit lol1t ifonlCtion Le' tIc C1x cr capteurs
oU des diverses souirces d'inforination. enl vue tIe Idt prodUct 1011. pouir Liltloo COod 11Ll tLiC. tic
svst~rncs efficaces et dIoL's de poSSibilit S tie sLins ie. L'accroissicn tide ha capaCI ite eJ cal
enibarquee pertiet l'utilisation d'un logiciel sophist ique pour tinl controlQ efficaceci C lomple\Q
du vaisseau spatial. L'Ltn des aspects uniques die,, aisseau\ de gralides dliiitnsiois t, Ic ontroh
de la configuration Struictura le thins IC but deC rca se i L111 precision Lie pi aese ile

ki

%S



GUID)ANCE ANID CONTROL PANEL OFFICERS

C~hairman: Nr R.S.Vaulghn Deputy Chairman: D r I ng. R.CA )nken
Director, Office of Research I V L R. Inst itut tir

and Technology Fl1*6,,ihr1 Ill.

Naval Sea Systems Command Postfachl 3-2 (7

TECHNICAL PROGRAMME COMMITTEE

Chairman: Ir. P. Ph van den liroek. NE:

Members: ICA D.PiChouid, FR
Dr R-C.Onken, GE.-
Ir. P.Kant. NE
Dr J.K.Sarneckj, UK
Prof. W.M.Ilollister, US

HOST COORDINATOR

Major Castrucci
Scuola di Guerra Aerea0
Istituto Militare Aeronaultica

delI Cascine
Viale delI Aeronautica
Firenze, Italy

PANEL EXECUTIVE

M~r B.Ileliot (I-rom USA and Canada only):
AGARI) NATO The GCP Executive
7 rue Ancelle AGARI) NATO
F-92200 Neuilly stir Seine AXPO New York 00777
France

AC KNOW LE)G EM ENTS/REM ERC IEM ENTS

The Panel wishes to express its thanks to the Italian National D~elegates to AGARI) for the invitation
to hold this meeting in Florence and for the facilities and personnel which made the Meeting possible.

Le Panel tient i rernercier les DMkgu~s NationauIx de l'Italie pros l'AGAR) die Icur invitation t enir
cette rt~union Ai Florence. ainsi queC pour les installations et le personnel inis a sa disposition.



S('ONI [EN I S

PREFACE i

PANEL OFFICERS ANID PROGRAMME COMMITTEE i

* TECHNICAL EVALUATION REPORT
* by R.W.F.Bain i

Refecrence

KEYNOTE PAPER: CONTROLS TECHNOLOGY -THE KEY TO FUTURE
* SPACE SYSTEMS

by R.i.He~zberg

SPACECRAFT CONTROL RESEARCH AT NASA 1
by J.B.Dahigren and L.%.Tayior

ROLE t)E L'INTELLIGENCE DE BORD ET D)E L'ENTRETIEN EN ORBITE I)ANS
L'ACCROISSEMIENT [DE LA I)UREE DE VIE I)ES SATELLITES

* par C.Cougnet et J.P.Sotta

PERFORMANCES DES VISEURS IVETOILE A TUBE I)ISSECTEUR I)IMAGE:
LEURS AVANTAGES ET INCONVENIENTS COMPARES AUX VISEURS

* D'ETOILE A DETECTEUR SOLII)E
IMAGE DISSECTOR TUBE STAR TRACKERS PERFORMANCE:

-. ADVANTAGES AND DRAWBACKS AS COMPARED) TO THOSE OF CHARGE
* TRANSFER DE\ ICE STAR TRACKERS

par H. Bourcier et M. Vi te 3

* REFERENCES GYROSCOPIQE ES POUR APPLICATIONS SPATIALES*
par J.Resseguier et G.Monier 4

THE FAULT TOLERANT SPACEBORNE COMPUTER
-. by D.R.Bates. J.E.Schell and G.R.Couranz

A D)OUBLE GIMBALLED) MOMENTUM WHEEL FOR PRECISION THREE-AXIS
ATTITUDE CONTROL

bv W.Auer 6

*4CURRENT WORK ON HIGH-GRAI)L SPACE GYROS AT FERRANTI IN THE UK
by i.Wellburn7

* OVERCOMING UNOBSERVABILITY IN THREE-AXIS STABILISATION OF
* SATELLITES

by L.Passeron and C.Bozzo

* MULTIFUNCTION SPACECRAFT ATTITUD)E ESTIMATION AND NAVIGATION
SYSTEM

by J.C.Amieux and B.Claudinon 9

A FILTERED) ATTITUD)E D)ETERMI[NATION SYSTEM FOR SPACECRAFTw MEASUREMENT AND) CONTROL
by M.Noton 10

INERTIAL-OPTICAL ATTITUD)E [DETERMIN.ATION ANI)MOI)EL FOL.LO\\ ING
* CONTROL OF MANOEUVRING SPACECRAFT

by T.Zwartbol and A.P.Terpstra I

D)OCKING MECHANISM FOR IN-ORBIT ASSEMBLY AND SPACECRAFT SERVICING
by F.Gampe 12

*Abstract only. The full text is issued in Classified Publication CP 350 (Supplement).



fill "A1 LtI No I OF SLNSOR k\I HIMRI Sit R IMPI. Rh IIO,) III1
ki lilt DI XNI) POSIHON ,)I k SP\( I CR ki I H1 RI OR\11N. RI NW~ /\ML

W. \ncillorti arnd A (a,,i

0 1 R0)L ItS PI (lS S IL LIX10R kl I1) IN S 1) 1 R INI1)I /0 1 S ~I I I I XIUI
h% P. enbtrilrtk and ). Rangniu 4

OPIIMIS k I IN ILS \1 k\NOl \RIS DA S \11 -1111 D*) ~l[R\ \11ION I Nt XI
DJ1 N SL R\OL R VIM) IWt N) \'I I 1)1 GI OIl

par XVl.Maingm. (. Xunu'asnn elt S.L.t0k K

* I TPRO(I X() 111kII lIlf L (ON IRol- \N X\ LI R's %MIf III I PS \NI \1N
- OlLII I IM I-IN k I ION

b\ \\,% XlIo~kIesa.nd X1.W 1oeR

( if \R \( I-RI! \ I ION OF: IM I RI \IN I~ I-OR I. \R(11 SII\(I SI ILL I I I
(O0N1 ROt L PRO 1; LLI\1S

b\~ JA( Io. IV and JL~~

X1 11-Il1 C L T_\ROL OU L kR( GI L \llI LL (L SIA R Xi,

LO k AtIII I Y (ON IROL OF1- FLEIML SIP\(_ [(RAt I V1 X Nt \11 Rio \1
* OPIIMI/ UION

b% (,ScIhiili

AX IECEN I R XLIZLLI %(,I VrL ON IROL SYSTEM FOR L XR(J FLLXIBLL
I-S RL"I L R L I.N S P XCL

b" k.lDalwesi u

I)ESIG', \ NI) ROM tS IN\LSS AN LYSIS 01. R LDI(LD OR DER (ON]I ROLLL RS
FO R L ARG L U Lt- \ 113L L SP XCL V IfICL ES

b% SSIBanda. 1)1.RidigteIv. Ii. eh and I). '. almer

liii! I)ESI(N. SIXILLA ON XNI I)VLO IN SX I 1I\G OF I IlL SP \

1) \U I BUS SYSTEM

* LA ( FRI1 IC(ATION DES LOGI(ILLS LXIII URQILS- INL [PI'RO(11 LOB Mdll
L-I PROGRESSIVE

par (;.IBracitt

VERIFICArION XND V'.LII)AI1ION r ECIINIQLITS XPILILD 10 1 fit
RL(ONI:IGUR.\BLL BLOCK ;D) SAI [ELLII I SOL:11\ XIL

In X.(.flniak 24

M ISSION UONIROL SYSTE M OFT 1I1L INFRARI 1 ) \SI RONOXIY SM\[ LL I IIS A I? VS 1:
In R.C att uIgltl

\h~tt:ict onl% rthe full lc\1 t i wjed ini I a-ified P'ublicationt PF ;50) ISupplement; I

Nm ma'Iilable at time of printing



TECHNICAL EVALUATION REPORT

by
R.\V.Blai

Self-employed Consultant "

32A Wellington Avenue
Fleet, Ilampshire

UK

1. INTRODUCTION

1.1 The 37th symposium of the AGARI) Guidance and Control Panel was held at the Italian Air Force's Air X% ar (ollege.
Florence, 27 -30 September 1983. For the first time tile symposium dealt with spacecraft problems, the topic being
guidance and control techniques for advanced space vehicles.

1.2 The subject has, of course, always been an important one in tile continuing development of space systems for both
military and civil purposes, tile major problems having been to ensure a long active life for the spacecraft at a cost that , 0
was affordable while responding to mission requirements which have become more and more demanding over the years.
In these respects military and civil systems are little different and it is perhaps not surprising that the symposium papers .
contained little of a specifically military nature even though the meeting was being held under military auspices. Another -

factor here, of course, is that the European members of NATO have so far been little involved in the development of
military space systems.

1.3 Two things, perhaps, make the topic of particular significance at the present time first, the increasing trend to '
ever larger spacecraft with a multiplicity of appendages (large solar arrays, large antennas and so on) and second the
impending deployment of large space stations assembled piecemeal in orbit, with the attendant need to develop
rendezvous and docking techniques. Large structures, with their mechanical flexibility, present particular problems to
the control engineer and control/structure interaction (CSI) is a driving force in many current programmes and figured
largely in the papers presented. At the same time the maa;sive leaps forward that have taken place in electronics tech-
nology, and which are continuing, have made it possible to contemplate the use, at reasonable mass, volume, power
level and cost, of intelligent on-board systems with sophisticated and adaptable software which can ensure that effective
guidance, control and stability is maintained. It was the objective of the symposium to examine such general issues as
these.

1.4 The programme listed 25 papers in addition to the Keynote Address. Of these, three were not presented, in one - -"'"

case a substitute paper being given by the Session Chairman, and one additional paper was inserted into the programme.
There were six technical sessions. .

2. OPENING CEREMONY AND KEYNOTE ADDRESS

2.1 Opening Ceremony

2.1.1 Following initial remarks by Mr R.S.Vaughn, Chairman of the Guidance and Control Panel. the symposiuim was
formally opened by Major General G.A.M.Marconi. the Italian National Delegate to AGARI). Ie stressed the importance
generally of AGARD as a collaborative method of producing the technology required for military operations and under-
lined the importance of the symposium topic as a key factor in the design of spacecraft. General l).,..Meloni.
Commandant of the Air War College. who followed, also noted tile importance of' guidance and control techniques ill
spacecraft design and the need to develop low cost and effective solutions to the many problems. Mr R.K.Geiger.
Director of AGARI. presented the thanks of A(;ARI) to the Italian Air Force and to the Air War College for their
efforts in staging tie meeting and for their hospitality. I le pointed to the nany opportunities available for collaborative
research in the general field of space systems for military purposes, noting that the capabilities of these systenis were
such as to provide for the needs of more than one group. Symposia such as the present one were vahable inel eposing
new lines of thought: the papers presented were important, but the opportunities available for discussion and for the
making of contacts with other experts were probably more so.

2.1.2 The meeting was (len handed over to tle T cihnical hairman . \r l. Ph. van di i Brock from tlie D)epa rtmient ot.
Aerospace Engineering at the Delft University ofTechnology, who, before iintroducing tle keynote addre,,, speaker.
commented on this being tile first meeting of the (;idance and (ontrol Panel on spacc-relatld topic". It was a li tly



meeting, given the increasing imnportanlce f ,pace S% ytelll, il tr , operatlimi,• aid, o th lh i u n l.clt, ol 'pc.
technology, guidance and control technIl ,t ere : 111 importanit element.

2.2 The Keynote Address

2.2.1 In the absence of Mr Dell V'.\% illans Ill lockheed Missiles and Space' (Co. in. )1 ,,0 liid been the nominiated"-'
speaker, the keynote address was given by M r R.J.1 lerzberg (of the sime organisat ion). \1 r I ler/bcrg lltirod icetl hniiNClf"
as a generalist in space technology he was responsible for space technology planning at I .0ckheed, and not a,, in e\ pert
in guidance and control techniques. which, nevertheless, he saw as one of the critical areas. Space wa, now twenly-five

years old and a first and fundamental question that had to be answered at the present time was whether firther advance.
and extensions were required. NASA., the US Air Force and the IS aerospace firils were all concerned in these matters
but looking ahead to what was necessary was difficult since evidently for financial reason, all the possible programmes '

could not go ahead. lie cited a number of the more important future programme,, and identified the two significant
control technology issunes as

(a) the need for the active suppression of flexible modes in large satellites and

space stations of the future

and

(b) the need for increasing on-board autonomy.

Of these, the first was the more difficult and the whole business of control/structures interaction was currently a
strong research area. A NASA committee had concluded that a number of future missions would stiffer serious con-
straints if new techniques were not developed. As to auitonomy, lie felt that on-board navigation, station keeping and
control was mainly needed by military systems, reducing as they did the ground stations' costs and adding to the protec-
tion of spacecraft in orbit.

2.2.2 lie then went on to point out thle dilemma of the programme planncr the problem generally of deciding which
technologies were flight ready, providing minimum risk at reasonable cost and noted the conflicting views of the
programme managers (pessimists who preferred to rely on well proven techniques) and the research engineers and
scientists (optimists with confidence in the new approaches).

2.2.3 Returning to the problems of flexible body control, he emphasised the need for good modelling but also the
necessity to be able to reduce the complexity of the model, retaining only the essential system parameters. Currently,
the three areas of expertise - control technology, computer technology and structural design were separate disciplines
and he foresaw a new type of engineer emerging by the end of the decade with the ability to apply all three. "

3. FIRST TECHNICAL SESSION

3.1 The session was chaired by Mr van den Broek and was entitled 'Review of Mission Requirements and Technology
Issues'.

3.2 The first paper, 'Spacecraft Control Research at NASA '(Paper I was presented by Mr J l.l)ahlgren and provided I
an outline of what were considered in NASA to be the basic problems in the control and guidance of future space vehicles.

These, in general, related to the need to control spacecraft which would be both large and flexible. As far as theory was
concerned, a number of deficiencies had already been identified and these were being investigated. There was also the
problem of the large structure where multiple sensors and actuators were required to maintain the configuration. In the-. "
field of adaptive control, techniques were being investigated for application to structures where unknown or changing
parameters might require modifications to the control system design. The space station was a good example of this.
Assembled step by step in orbit, its mass would change, its centre of gravity move, there would be varying external
torques and vibration modes would alter throughout its life. The conventional approach -- rigid body with flexible
appendages as applied to Skylab and the Shuttle might suffice for the initial configuration but as the station grew the
structural dynamics would make an increasing degree of adaptive control necessary. The required theoretical base thus
had to be established. As far as spacecraft technology was concerned the current programme dealt with large antennas
and with the requirements of submillimetre and infra-red astronomy satellites. However it was clear that there were
future requirements which called for several orders better surface shape and pointing accuracy. There was also the problem
of the large deployable reflector for astronomical observation to satisfy the requirements it would he necessary to
measure the position and orientation of each section of the antenna and to control these quantities with very high , -

precision. There was need therefore in this and other applications for a very accurate shape determination system and
for control actuators. Returning to tihe control of flexible structures, tihe limitations of ground experiment were noted .. •.

and hence the need arose for flight experiments a series oflsch experiments in the late 80s and early 90s were currently
being planned together with a set of ground tests for comparison.

3.3. The prewntation ind even more so the paper itself which became available later in the week of the symn posi iim
covered a great deal of ground and illustrated the major problems which will have to be overcome in controlling the large
flexible sp ,ce :raft of the future. ihere was a brief discussion period during which tile problem of control in the presence
tit propellant sloshing was identilmed as another area of difficulty.



3.4 The final paper (Paper 2) of tile session, by Cougnet and St ta. dClt %%vith the role ot oil-boardintelligence and in-
orbit servicing as means of increasing the lifetime of satellite,. \fter listing the normal limitations to satellite life and a
number of possible remedies, the paper went on to consider in very general terms the two topics selected.

3.5 As to the first, the high reliability of modern micro-computers having been noted, their use, in a nulnher o1 on-hoard 
tasks were examined power control and distribution, thermal control, propellant management. the iltonitoring of

sensor performance, the adaptation of control laws as the external environment changes, data tanagemetnt and so on.
Potential gains were listed as well as the problems the need, for example, to account for the reliability of the tincro-
computer itself and of the cost of tile on-board intelligence.

3.6 The authors then went on to discuss the use of on-orbit servicing in such matter,, is re-fuelling, repair and replace-
ment of subsystems and the modification of the payload as mission needs changed with time. [hey pointed to ti,, is "
an attractive and flexible solution but also noted the inherent difficulties and the need to develop a s ide range of new+-
techniques and systems rendezvous and docking, robotics, the service vehicle itself and so oil as well as to take
account of the implications of servicing on tile design of the satellite itself. The question of main's presence was considered
briefly.

3.7 There was very little time for discussion and the only question brought out that tile authors were thinking in terms
of satellite life times in the range 15 to 20 years. The paper was, in fact, a very general one but at least it conv-niently
listed the problems to be solved and tile potential and difficulties of the two methods of solution postulated.

4. SECOND TECHNICAL SESSION

4.1 This was entitled 'Control Components' and dealt largely with existing technology. One of the papers advertised oi l -
the programme (Peacekeeper 1Missile Thrust Vector Control System) was not given but an additional paper by staff of
Ferranti, UK on their current work on space gyros was presented, immediately following a similar paper by staff of
SAGEM, France.

4.2 The first paper (Paper 3) by Bourcier and Vite of SODERN, France, considered the relative merits, as used in star
sensors, of image detector tubes and charge coupled devices, taking as an example of the former the family of sensors
developed for use in Exosat and the Spacelab Instrument Pointing System (IPS). The particular sensor developed for ,
the IPS was described in some detail and its main characteristics as determined by experiment were given. The paper
compared the performance of the image dissector tube with that of a particular RCA charge-coupled device, examining
generally the three parameters - angular resolution, acquisition time, and field to accuracy ratio -- as well as their con- " -

venience in use. As usual in such comparisons there were pros and cons either way and no clear preference emerged. . -

4.3 There was unfortunately no time for questions or discussion. p

4.4 Two papers followed on the subject of space gyros. The first of these (Paper 4) by Resseguier and Monier of SAGEM,
described in some detail the characteristics of the SAGEM floating gyros F06 and GYPSE which have already been used
or are intended for use in a number of European space programmes and also those of the dry tuned gyros, GILDAS I and 3.
of which the space use had been the subject of recent study. A broad conclusion of a comparison of the two types was
that the dry tuned gyros had the greater potential provided that the production techniques already established for other
applications did not have to be modified to any great extent. In passing it was noted that laser gyros were not greatly -,.-

favoured. The paper concluded with a study of the optimum geometry of a gyro sensor cluster, together with somego " .

mention of the value of coupling star sensors with the gyro package.

4.5 The discussion that followed raised one or two questions of fact and also underlined the SAGEM view that the
greatest potential in the immediate future lay with the dry tuned gyro. It was felt that perhaps 20 years hence the laser
gyro could come into use. The paper itself was labelled 'NATO Confidential'. It is a little difficult to see what tile
military security implications were and there appeared to be little in the paper that would not have been published in
the standard Company brochure.

4.6 The paper that followed (Paper 7), an addition to the published programme, was presented by Mr Wellburn and
discussed current work at Ferranti, UK. on high grade space gyros. Although most US companies had switched from
floated gyros to dry gyros, Ferranti's view was that the former were worthy of continued development and improvement.
The Type 125 had been much used and successfully so in a number of European spacecraft and launch vehicle pro- ... *
grammes and laboratory tests of the lifetime of such ball-bearing gyros confirmed their suitability for long space missions.

The Type 126, gas bearing gyro, on which Ferranti had also worked, while suitable for many aircraft and launcher

applications, was still not capable of achieving tile performance of' tile best floated gyros.

4.7 In a brief question time, tile Ferranti view that tile technology of fibre optic gyros had still a long way to go was
brought out. It was generally interesting in relation to both the S,\(;EM and Ferranti presentatiotns that there was

strong belief in the reliability of ball bearings and that such mechanical devices had a long life ahead in space applications. - "
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4.8 Tle next paper by Bates. Schell and t ouiraii., ( Paper I decI,,'r d a tiilt-tolr.in t spxicchorne ,'oiip '.CI ,T,,.',"elp
by the Raytheon Company for the I'S \I:and itended to Meet on- M ld Cornptltional and Liri,alhit needs ol
space li.isions in the 1983 to lQ3 tinetrae. It had not so far heen tused for i space application but the tc'.+'hinlq tie,
employed had been utilised on computers used by le I'S \rmn. I lie paper AaN prescnted x ith the aid of a tsetl f fh11.
The computer was described as having been designed to Support a % ariety of space missions i It a 1) 5 probh.bif . oI
surviving without performance degradation for 5 to .' year". It was segrega ted into a iiniiber of f'uict ioniAl eleient ,.- .-
each of which was described in some detail in the paper, with each element protected by at least one Spare. 1l1 addition
a number of these elements was provided wilh internal red nda ncy through tIle use of what were called Rippler ,,A ithc.
these were a key new feature in tile design. File capability of the computer for self-adjuNttent fkdlowing internal faults,
or radiation events, its vale for aUtononiOti; control. the conseq ulent relaxation of ground station requireients and its
ability to be reprogrammed siniply from tie grouind were all stressed. It was strongly urged that thi, was not just a paper
computer but that extensive testing had proved its worth. S

4.9 In discussion the question of fault tolerant software was raised. The speaker's view was that full fault tolerance
in software was extremely difficult to achieve and there was still no substitute for very careful design and checking of
programs. In answer to another question on the effect of radiation, tile speaker outlined the many-faceted approach
the protection of memories using error correcting codes and the simple expedient of periodical memory checks, for
example, as well as tile technique of recovering from slhort power breakdowns the ROM 'ould be used to establish tile
position at breakdown and lead to a resumption of computation. The key role of the rippler switches was protected by
making them as simple as possible. In all this was an interesting and well presented paper, only lacking in the fact that
no space use of the device had yet occurred.

4.10 The session ended with a presentation by )r W.Auer of TELI)IX (Paper 6) on a double gimnballed momentum
wheel for precision three-axis attitude control. The paper was well presented and contained a detailed technical
description of tile device, its general principles of operation and an outline of the system tests carried out by I)FVIR. "
The most critical subassembly was identilied as the ball bearing unit but here again, as in the case of the gyros. there
was every confidence in its reliability and life-time in space applications. The main message was that here was a device
which had been developed and qualified for space use and it was available. There were no questions. --.

4.11 The session was perhaps a little disappointing in that it confined itself to descriptions of currently existing equip- • -

ment and provided little more than could be found in contractors brochures. Greater emphasis on possible future
developments in the field of control components would, it is felt, have enhanced the worth of the session. Apart possibly
from the paper on the fault-tolerant computer, which of course may have been new only to European ears, there was
little of a thought-provoking nature.

5. THIRD TECHNICAL SESSION

5.1 This session was chaired by )r A.J.Sarnecki of the Royal Aircraft Establishment, UK, and was entitled 'Estimation
and Control'. The programme listed five papers; four only were presented, the fifth, by Turci et al. (on attitude control
and stabilisation techniques for advanced communication spacecraft utilizing an on-board processor) having been
apparently withdrawn.

5.2 The first paper (Paper 8) by Passeron and Bozzo considered the problem of overcoming unobservability in three-
axis stabilization of satellites, taking as their model the well-known geostationary three-axis stabilised satellite using the
pitch momentum concept. Thus the satellite comprised a central body, with rigid appendages and a sun pointing solar
array, and a fixed momentum wheel along the pitch axis. The on-board sensors consisted of an infra-red sensor providing
noisy measurements of pitch and roll and a sun sensor providing, once or twice per orbit, noisy measurements of yaw.
The promise was that in future spacecraft much more accurate control in both yaw and roll would be required. Tile
objective of the paper was to demonstrate how this could be accomplished, without an accurate yaw sensor, by including
in the spacecraft model a representation of tile expected roll and yaw torques. These were represented by truncated
Fourier series, the fundamental frequency being that of the Earth's rotation. With that built into the design of the filter.
it appeared from their simulation results that a marked improvement could be achieved in both roll and yaw angle control
with only moderate fulel consumption. The analysis presented in the paper dealt only with the first term in the Fourier - - . -

series but it was stated that the method could be readily adapted to take account of higher harmonics.

5.3 In answer to questions it was agreed that if the fundamental frequency was wrongly estimated, then the method
would be in difficulty. It was not possible to extend the technique to cover pitch angle control (agreed not to te too ..
much of a problem in any case) since the pitch torque had discontinuities although tile question had been lookd at in . -

a recent response to an [SA study.

5.4 The next three papers all considered various aspects of optics-inertial systems for the estimation of spacecraft
attitude. The first paper (Paper 9) by Amieux and (laudinon essentially sutimarised five years of research at Matra on-
the subject, during which time the general concept has been refined and improved. After introducing time general .
principles of the technique, listing the various sensors (infra-red larth sensors, sun sensors, star scanners and trackers
and tadiofrequency sensors) which could be used in concert with the gyro package, the authors went on to consider
three specific case studies. The first concerned a large geostationary communication satellite Iwork carried out for
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Intelsat) where there was a need for a d irect Vaw' lS Lre menft. ['lie at tit tde iiieasuLre men t assenubis comprised inl ini ra
red Earth sensor, a three-component gyro pack and a digital sui sensor. ResIIlts of NiiL1atiolls dernonstr.ited a suc.esst "
design with yaw being controlled within 0.05 °. The second example (work for (N S) related to an I arlh ob selvatioi
satellite of the SPOT type (in low sun synchronous orbit) where an assembly comprising s ,tar inapper and a ,ix-gN ro
set had enabled attittLde control to be maintained within ten arcsec. Finally the problem of the state estimation of a
flexible spacecraft where the auxiliary sensors comprised an infra-red larth sensor and a radio trequency sensor was
currently under study. A number of satellite missions already using the concept or being designed to do so \osa." .
SPOT. Ilipparcos) were noted. The authors concluded With Outlines Of' thle Possible application of' tilie tech niqute to filie
two problems of autonomous station keeping and on-board relative trajectory estimation during a low I-arth orbit rendez-
vous, both of them interesting problems for the future.

5.5. Dr M.Noton of British Aerospace Dynamics Group in his paper (Paper I 0) which followed, gate a progress report S "
on a UK collaborative project. FADS (filtered attitude determination system), where the measurement system was hased
on a gyro package and a star crossing detector which was expected to be lighter and less power consuming than the more
usual star tracker. The project involved collaboration between BAeDG (system studies, microprocessor sot tware and
hardware), MSDS (star sensor development and system assembly, integration and test), and Ferranti (gyro development
and testing) and the immediate aim was to demonstrate the system at breadboard level. An important feattire was con"-
patibility with ESA's modulator attitude control system (MA(S). Later work would be aimed at a future system for
flight application. Thus, for example, the computer chosen for the breadboard demonstration ( Intel X080) wOuld be .
replaced by a flight qualified device. The paper discussed the star crossing detection design based on the Fairchild 1 '2 "-
element CCD array, the choice of on-board processing for the star tables, results of recent tests by Ferranti on the Type
125 gyro as well as outlining the derivation of the filter algorithm, made more difficult in this case by the intermittent
nature of the information provided by the star crossing detector. The system appeared to be suitable for either near-
Earth or geostationary Earth pointing satellites providing a pointing accuracy of the order of two arcsec. Future develop-
ments of the system were expected to consider the use of star trackers or radio frequency sensors. S -O

5.6 The final paper of the three (Paper I I) by Zwartbol and Terpstra of NLR, Netherlands, discussed similar work at
NLR on inertial-optical attitude determination and the use of model following for the control of manoeuvring spacecraft.
The control system considered in the paper consisted of a strap-down rate integrating gyro, a star slit sensor and a reaction
wheel actuator supported by an on-board computer. The paper considered in turn the control law, based on a simplified
spacecraft model, and algorithms for spacecraft state determination and for tile estimation of gyro parameters. Software ** .
simulation had indicated the satisfactory performance of the algorithms, but of much more interest had been the fact
that the control law and spacecraft state estimator had been tested in flight using the Infra-red Astronomy Satellite
(IRAS). The algorithms had been loaded from the ground into the IRAS computer and control had been taken over
from the existing system. Satisfactory performance had been demonstrated though there had been some discrepancies
as compared with the ground simulation. These were in fact simply explained by a mismatch in the moment of inertia
of the spacecraft model and by a delay between the sampling instant and the issue of a new command which had not --

been incorporated in the simulation. This was an interesting experiment, a real test of the system with a real satellite,
and much more convincing than simulation where one is generally testing the system designed in relation to the model
assumed for the design.

5.7 For the purpose of questions, the three papers were grouped together and a good discussion ensued, within the
time available. This is an interesting subject and the general technique of mixed inertial and other sensors has already
found application in a number of satellite programmes and will continue to do so. The papers formed a useful addition
to knowledge of the subject.

6. FOURTH TECHNICAL SESSION

6.1 This, chaired by H.Radet, France, was entitled 'Orbital Manoeuvring'. Five papers were presented in a slightly
different order to the published programme.

6.2 The first of these (Paper 14) by Natenbruk and Rangnitt considered some of the control problems of space
rendezvous as brought out by digital simulations. The paper noted the increasing interest in the topic with the beginning
of the operational use of both the Space Shuttle and Ariane and referred to three specific cases tile demonstration
of a rendezvous and docking (RVD) capability in low Earth orbit using the Shuttle, the attachment of an apogee
motor to a Comsat in geostationary transfer orbit using Ariane 3 and the assembly in geostationary orbit of a modular
Comsat, using Ariane 4. The main business of the paper, however, was to describe the simulation programme which I . .
dealt with the final phase of the rendezvous, the early phases being assumed to be dealt with by ground station control,
and an outline was given of the flexibility of the programme in dealing with, for example, different control laws
(constant bearing courses or pursuit courses) and with the problem of 'tile last few metres'. Two particular examples of . -
different ways of dealing with the final approach problem were discussed. It was clear that further work still remained -. ," -.

to be done to arrive at the best solutions to the problem but evidently the simulation programme which had been
devised was an essential tool in further study. p- ,

6.3 The second paper (Paper 13) by Ancillotti and Cassi, dealt with the effect of sensor and thruster imperfections on.
the attitude and position of a spacecraft performing a rendezvous. The particular case examined was that of rendezvous
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in geostationary orbit, the tauget being a rigid spatecraft cont rolled frot th.e ground hut eqnipped ,, li i,,r ac d,"

ilstrtln.ilt.tion and the chaser a rigid three-axis stabilised spacecralt\ with at1 opt .l lcope. corner Iel IC 111I ."
stin sensor for attitide tMeasuremlent. lhepaper deloped in turn thl meat heniatical niodel of thet , ,s lit.+ po.I]'ol
and kelo cit y c o ntro l law - , th e cha.ser attitud e :o n tro l law -, and file. cha ,se r p+o sitio n ind aItttud c ictitrc.'lleml (C1.h1 1lLi cl. _

uld then went Ol to examine the eftect otf in sensor errors and thrtister inisalig..nent oil fit rend ei\ Oil, lailOe,1 irC,.

The sensor errors ass.itled appeared to hae little imlpact, tsith position and .eloclty ltieasiire.CInilt etror binlg lmore

significant. Fhe need to Inatch the thruster tluinum itnipulse to the sensor errors \as stre,,cd.

6.4 The third paper IPaper I _b (Janipe, turned fron the realn of theory to the pr:i ctical design of a docking
Inechani.sn for in-orbit assenbly and spacccraft ser icing. The docking neccllaisin subysie.i o as+ 0cours' recogised
as only one of a large tLtLmber of technology iteis and techliq ties which would be needed for ftutnre tasks ,uch as
spacecraft assembly, the maintenance, repair and refurbishnent of satellites in orbit and 'so on but it was an essenti "

element in tile final rendezvous phase. The paper looked first at the general req uirenients in relation to different dockig
strategies and then considered in some detail the docking mnechanismi itself and tie associa ted electronic systeml. I lie
hope was for a first dtemonstration of docking during the tSA's tiureca 2 mission at tile cnd of this decade.

6.5 In the discussion that followed the three papers a number of points were brooght out:

ta) the control laws studied were simple. not necessarily the best but were AV

realistic,

(b) minimising propellant consumption during the final phase was probably not
important since it only represented a small fraction of the total needed for tile
whole rendezvous Mission.

(c) the simtulation work done was at an early stage in Europe and there could be a
harder look at the computation process before a proper design was implemented,

(d) there might be a need to include, in the relative motion equations, some allowance
for differential orbit changes between chaser and target (tile two theoretical papers
appeared to differ on this score) for example drag effects in EUreca with its
large solar array could be important.

e, an estimate of the complitational load during final docking ought to be made.

(f) a cruder docking mechanism capable of standing LIp to higher closing velocities
might be a preferable solution.

The discussion illustrated very well the current strong European interest in the topic but equally that studies were at an
early stage and many trade-offs still had to be performed. It was perhaps a little surprising to find no US inputt on this
subject - possibly their work has already been well publicised.

6.5 The next paper (Paper 15) by Mainguy, Aurnasson and Laffy looked at the problem of optirnising the nianoeuvres
of a surveillance satellite aimed at achieving a quick repeat over-flight of a particular point on the Earth. Three methods
of analysis of increasing complexity were presented, with different assumptions about thrust level and direction and- -

about the possibility of linearising the equations of motion about the initial orbit. - -.

6.6 In a later question period, the assumption made in the paper, that the final orbit was in the same plane as the initial.
was discussed. Usually a surveillance satellite would be in a synchronous orbit. If the height of the orbit had to be

changed then to retain suti synchronisation an inclination charge would be needed. This had not been studied but it was
thought that the third technique discussed could include this feature. The paper itself gave a good introduction to the
topic.

6.7 It was a little surprising that the paper was classified NATO Confidential since there appeared to be little of a military
sensitive nature exposed.

6.8 The session finished with a neat short paper (Paper 16) by Bowles on a method of performing attitude control
manoeuvres for a spinning satellite in such a way as to help maintain the orbit inclination. A spin stabilised satellite is
normally controlled in attitude by firing axial thrusters (parallel to the spin axis). The orbit plane for a geostationary -

satellite is also maintained close to zero inclination by thrusting axially as the satellite passes through the orbit's descend-
ing node. Thus if attitude control call be exercised close to tile descending node, the thruster impulses will at tie sane-
time contribute to tile correction of the orbit inclination. The paper described the procedure clearly and one numerical
example given indicated that, with this method. out of 14.2 kg of propellant required by lntelsat VI for attitude
manoeuvres over a ten-year life. 13.0 kg woukt contribute to inclination control a Useftl bonus at no great difficlty..

6.9 A short discussion before the start of the next session clarified one or two matters of fact,

• -S-
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7. FIFTH TECHNICAL SESSION

7.1 This session was chaired by l)r T.cunningham of Iloneywell. US.N. and Under the title ol '' irge Spac Stiu, tuc,
comprised five papers of a highly theoretical nature. The paper by SchulI Paper IQ) was not gien d ut tot lie .iutl ,,
illness but the gap was filled by )r Cunningham himself.

7.2 The first paper (Paper 17) by Wall and Doyle dealt with the characteristics of uncertainty for large lpac stril t 1rc
control problems. A preprint of the paper was not available during the symposium due to it', not haing been .ltcard
for publication. The authors discussed work carried out for USAI:OSIR where the objectives were, for a large spaCe

structure, to examine different ways of describing the uncertainty (in, for example. sensor and actuator chraterist, - - -

and in structural properties), to compare methods of analysis and to propose a formulation for the required feetdhck-
control system, which would function adequately in this situation. The method of modelling the various uncertaunties 0 "
was described, analysis methods compared and the structured singular value introduced as a method of analysing
performance in the presence of uncertainty.

7.3 The second paper (Paper 18) by Thieme entitled .1 ttitude Control o] Large Fle.xible Spacecraft described sonme
initial results of a study carried out for ESA. Three models were used a free beam, a flat plate with a rigid centre
body and three coupled plates. None, of course, represented a real or planned satellite but they possessed the character-
istics which were important in the design of attitude control systems. The work had reached the stage of having coin- _.

pleted the analysis of requirements, the setting tip of the dynamic models and their analysis, and the design of the
controller. Later work would aim at evaluating performance and the derivation of an experiment and test programme.

7.4 To fill the gap left by Paper 19, Dr Cunningham gave a presentation on some work on the precision pointing of'
flexible space structures, the main problem being to achieve a specific mission performance in the face of unknown
(or imperfectly known) spacecraft characteristics and of uncertain disturbances. Four classes of control problems were j'
discussed conventional attitude control taking account of flexibility with bending modes in the control passband.
secondly, conventional with vibration isolation, thirdly, attitude control with isolation and vibration control and
finally integrated pointing and vibration control. As a broad overview, the presentation gave a clear account of the
problems and of potential solution methods.

7.5 Danesi followed with Paper 20 in which he described a decentralised active control system for a large flexible
structure in space. The particular configuration studied consisted of a symmetrical structure with a central hub and . 0
arms carrying solar panels and large communications antennas. In the work done so far only the arms were assumed to
be flexible. The paper described the structural model used, the method of analysis and the control system devised.
Some simulation results showed the feasibility of the approach.

7.6 Finally, Paper 21 by Banda et al. discussed the design and robustness analysis of reduced order controllers for large
flexible space vehicles. The speaker went ovei three topics - the background to reduced order control and the use of
linear-quadratic-Gaussian methods in control design, stability robustness analysis where the use of singular value theory
was noted, and performance analysis. It was pointed out that the sevelral stability robustness tests did not imply each
other and that while the passing of a test did not guarantee control stability for a given design, failure did not necessarily
imply the opposite. Some simple examples, not representative of real physical systems, were discussed and analysed.

7.7 There was very little discussion of these papers, only one Paper 18 attracting a couple of questions from the
Chairman. Such papers, however, with a high mathematical content are difficult to present and difficult for an audience I
to assimilate, especially without a preview of the paper. A proper study of the papers when available could well help in
understanding the applicability of the theory to real practical problems.

8. SIXTH TECHNICAL SESSION

8.1 This session, chaired by P.Kant, Netherlands, turned from high theory to the very practical area of test anod per- 6
formance evaluation. There were four papers, a preprint of the last one not being available.

8.2 The first paper (Paper 22) ')y Shapiro discussed the design, simulation and development testing of the space shuttle

data bus system. The paper was very clearly presented and the paper itself gives a good account of the various stages of J
development the system design taking account of the vehicle needs, the detailed design of' tle system modules, each
of which was described in turn, and the analysis and simulation of the complete unit. Future trends in such design
were seen to be towards a mixture of wire and optical fibres to deal with the high data rates (10 20 ibits per sc,essential in future aircraft, spacecraft and space stations. Much study of the future was under way by such bodies as

the SAE AE-9B Iligh Speed Data Bus Subcommittee and an examination was being made of various architecture, topo-
logy and protocol candidates. The paper itself lays down a good basis for the design, analysis and test of future systems.

8.3 Questioned on the criteria f(or going to fibre optics, the speaker noted that so far such technology was not at an
operational stage there was a lack of suitable comlponents and much need for standardisatoil. lie technology would
be used, however, in thle future for many hligh Speed functionls, Such as on-board radar data processing.
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10. COMMENT ON SYMPOSIU AR-RANG EM ENTS

10.1 The list of attendees issued at the sym1posiun indicated that around 130 people had registered. 1he audience
at the early sessions probably averaged about 75 with a tendency to a smaller number towards the end.

10.2 Twenty-four papers, in addition to the Keynote Address, were presented in six technical sessions and the majority
of them were of a good standard. It was unfortunate that preprints of the papers were available at best just before
presentations were made and an earlier availability certainly in the case of the more abstruse papers, might have led to
livelier discussion periods which were generally short.

10.3 That the discussions were short was in a number of cases due to presenters over-running their allotted time a
point made by the Symposium Chairman in his closing comments. A better discipline on the part of some of' the speakers S "

land perhaps a harder line by the Session Chairmen) was clearly needed.

10.4 Presentations were, on the whole, good. In some cases, the visual aids used (e.g. typewritten viewgraphs were. -

not very visible and some speakers without good English were difficult to follow. There was perhaps also a tendency to
try to cram too much into the allotted speaking time - earlier availability of papers could help in this and perhaps enable
speakers to select the major points of their papers for presentation. In a few cases, for example, the speaker merely
read his printed paper. The translators seemed on occasion to have had little time beforehand to become familiar with •
the papers interpretation thus suffered - and authors should provide material to the interpreters well ahead of their
presentations.

10.5 As to the local organisation of the meeting, everything went very smoothly and efficiently. The AGARI) staff
and those of the Air War College involved are to be congratulated. One of the main advantages of meetings of this sort
is the opportunity they give of meeting other experts in the field and often the best results are obtained outside tile S. "
meeting room. During the day there were adequate opportunities to bring this about: the scattering of delegates over
many hotels, inevitable in a city like Florence, still in the tourist season, perhaps restricted evening discussions and
social meetings.

10.6 It is difficult to assess audience reaction to the symposium. Only three questionnaires were returned and even if
these were generally favourable the sample is hardly a fair one. The comments made are, however, incorporated here
and in the next section of this report.

10.7 As has been noted in previous sections, two of the papers were classified NATO Confidential for no very
apparent reason. This had the effect of unnecessarily complicating the local arrangements and care must be taken at
future meetings not to over-classify material.

10.8 It was surprising to find no ESA representation at the symposium. Perhaps the military label was to blame but
it appeared that NASA had no qualms about attending. It was perhaps also surprising that the USAF Space Division was
not present. ...

ii. CONCLUDING COMMENTS ON TECHNICAL CONTENT ' "

11.1 Technical Balance 5 .

II. 1. 1 The Programme Committee put together a reasonably good set of papers bearing in mind their dependence
to a large extent on what is offered to them. The balance was good, covering most of the areas of current concern in
control system design. There was a nice mixture of down to earth papers (if such a phrase can be used in relation to a
space symposium) and of high-flown theory which will need time to digest. Perhaps more would have been desirable -

on the characteristics of the sensors and actuators needed in future programmes the session on control components •
did little more than discuss such as were currently available and well known.

II1.1 In a few cases, the authors contented themnselves with reporting the results of work done and a look into tlhe
future would have been desirable, with an identification of new issues that had emerged and of further research require-
ments. In other cases, work was clearly at an early stage but it was useful to hear progress reports. Ilhese coninlelit,
do not, of course, uniformly apply and there were adequate looks at the future NASA's views on need,, were valuahl
for example. The highly theoretical papers of Session V certainly raised sonic controversy and it will be intcresting to I .
observe how the gap between the theoreticians and the practical control engineers varies with time. The comment Imd-
during the Round Table I)isCussion that. at the first IFAC meeting in 1956, an objective that emerged was to close the
gap between theory and practice seems again relevant.

11.2 Technical Issues

11.1.1 It was apparent that a major area of imnmediate concern in control system design was how to deal \lA the l

interaction between the spacecraft structure and the control system itself and the need to establish a sound btsis ot
theory was underlined. The large spacecraft of tile future with their many flexible appendages. space statlions assenibled



in orbit element by element %itlh consequent changes ill dvilailic el CivitOUr aniid HIh len'reiinl JiL'klraIcs dcei.,iCftl
Of attitude control all present problems of grcat coIIIleC'itv to tie cOitrol syste sCIII LILnen mo.del. ' ,t,..Ci11 It)L+]'llllg A11

Sillulation will be necessary but it was also to be noted that Much ellphaNis s\%is placed oil lt" ice d t(ir flight h.,eis tit
real systems. The various issues were well brought out.

11.2.2 It was interesting to note the current luropean concern with the probleii, toi relnde/,Ou, ,and docking Ill 0111it, . ,

an area where the USA has already reached a high level of competence. FIuropean work on this topic. is clearly II .L j-
early stage. A start has been made, however, and it is clear that this will remain a strong researh a i'O .o11. tllIh.

11.2.3 The importance of software also emerged. The microcom puter presents many opportl unit ecs to the nnlro
system designer but it brings its own problems too. There is the reliability of the computer itself lt erliaps ole
important is the 'reliability' of the software the need, for example, to be sure that the programs sill perform Al ie "
necessary functions in the prescribed environment and that all eventualities. inclutding failte 1rituations. ha\C hCII ,aLCt"id
for. There is the need, too, to be able to modify on-board software fron the ground as the dvnami: enviloinllie n .li chi.is. .
All this underlines the need for adequate spacecraft models: quality control is every bit as important with ,oll wai.a,
with hardware. In-flight testing of software is also available and Illay indeed be desirable. just as ill the case of' sonic
hardware there was an interesting presentation on tiis topic from Which ttere emerged that a spacccratt nlathwmatica
model is not always a proper substitute for the real thing.

12. MILITARY IMPLICATIONS

12.1 As was noted earlier, there was little or nothing of a specifically military nature discussed at the symposium
perhaps, as was said, not surprising since as far as guidance and control is concerned, civil and military systems have
requirements in common and also in view of the fact that European NATO members have had little involvenent with 0
space systems for military purposes. Some greater input from the USA in this area might have been expected. [he
papers presented, of course, have relevance to military systems but it would have been desirable to have heard something
from the military customers in each NATO country, of their views on military space systems and of the requirements %
they foresaw. This could be a uheflu! element in any future meeting held by AGARI) on space.

13, RECOMMENDATIONS

13.1 In any future AGARD meetings on space-related subjects it would be desirable, as has just been said. to hear the
views of the military planners, within NATO organisations and those of the participating nations, on future requirements
for space systems for military purposes. It might well be said that none of the papers given in Florence would have been
out of place at any unclassified symposium and an injection of military thinking could help in future events of this sort.

13.2 It would be wrong to make any specific proposals as to areas where research is necessary and indeed difficult to
visualise how AGARI) could bring influence to bear. As evidenced by the symposium. tine major problem areas in
control system design are generally well recognised and are being investigated. In Europe, of course, most of the effort
is being supported by civil funds and conceivably AGARD could influence the military planners of the member states A
I the US apart) to think harder about their needs for space systems. Or is this an area to be left entirely to the USA•

13.3 In paragraph 10 a number of comments were made ol the symposium arrangements and perhaps it suffices to
underline a few of them:

(a) it would be better if papers were available for study before tine meeting:
this could help in streamlining presentations and in allowing longer t .ine
for d iscussion:

Ih) there is a need for greater discipline on the part of speakers to stick to
their allotted time and to use visual aids that are visible:

(c) over-classification of papers should be avoided or alternatively, if the . -

meeting is to be classified, then classified material should be presented.

• --) 3
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INTRODUCTION ISA

When I was asked to stand in for Del Williams as your keynote speaker, I was
honored to be asked to participate in what I consider a timely and significant symposium

Sdirected to issues of major concern for future space programs. I am convinced that the
progress in space-technology which we have experienced in the past years is due in no
small part to gatherings such as this. The evidence of this progress is apparent in the
current generation of satellites and spacecraft, and the technical community which you
all represent can justifiably take pride in the accomplishments to date.

As impressive as these accomplishments are, however, future space initiatives
pose even more significant challenges which will require well planned, innovative 'S
technology development programs. In a number of areas major advances are needed if we
are to attain our goals in space, and progress in these areas is pivotal to ensuring
engineering readiness for the next generation of spacecraft. I'm sure it's no surprise
to this audience that one of these critical areas is spacecraft guidance and control.

Since my primary responsibility to the Space Systems Division of the Lockheed
Missiles and Space Company is the planning and overseeing of our technology development
programs, I am particularly interested in the advances in controls technology that will 5 0
be presented and discussed in your symposium proceedings. In turn, I would like to share
with you some thoughts and observations regarding the role that your technology can play
in enabling future space missions that are presently in the preliminary and advanced
planning stages. These observations are derived both from my involvement with the
technology planning activities at Lockheed and from my experiences as a member of NASA
and U.S. Air Force technical committees.

At the outset, I would like to point out that I am not an expert in guidance and *' .
controls technology, and my remarks will not address the exciting new technology
developments that will be ably presented by the speakers that will follow me. Instead,
my comments will be from the point of view of one who is concerned with the broad range
of issues relating to technology readiness for future space programs, many of which have
vital military significance for the free world. From this perspective, I will discuss
the role advanced guidance and control technology can be expected to play in enabling
future space missions and the perceived difficulties involved in meeting the challenges.
It is my hope that these remarks will help underscore the significance and timeliness of
this symposium and the importance of your work in preparing the way for the next
generation of space vehicles.

OVE W - :.
- Although the space age is barely -two and a half decades old, we have seen the

growth from tiny, rigid bodies capable of transmitting' meaningless electronic signals to
complex, multi-bodied vehicles capable of performing a vast array of important science,
military, and commercial applications missions. The evolution of guidance and control A4
technology to support these missions has been correspondingly dramatic, and this
evolution has been the subject of a number of technical papers in recent years. As
impressive as these accomplishments have been, it is important to recognize that the
progress has been primarily in the area of applications rather than theory. In fact,
several noted authors have taken the position that spacecraft guidance and control is so
well established that it no longer constitutes a field for research, with the strong
implication that future space programs can consider this area as a 'flight-read ' "'
technology rather than one requiring major attention for future development.,-

Is this, in fact, the case? Can those who have the responsibility for planning
future space missions consider guidance and control issues to be routinely handled by
normal technological developments, or will they, instead, be seriously constrained in
their options for future spacecraft configurations if they rely on extensions of our
present practices? These questions, which are fundamental to the theme of this
symposium, are of the greatest significance to the space mission planners, and they have
been receiving major attention at the highest levels of U.S. space program management.- '"
NASA recently formed a special committee to report on these issues, and the subject
continues to have high-priority NASA attention. I believe you will hear something ,f
this in the following presentations. The U.S. Air Force has an on-going effort to define"
needed technology advancements, and the Military Space Systems Technology Model (MSSTM),
which defines these requirements, has a substantiAl section devoted to guidance i n
control issues. Also, I believe I'm on safe ground in stating that all major - -
aerospace contractors are watching this area with great interest as part of their in-
house technology development program planning. My following remarks will be dire0.tod G 1
summarizing the general findings of these various planning groups relativie to the 'e
for advanced controls technology, and the perceived status of the technology t. me-,t
these needs.



FJr-RE NEEDS

Perhaps the most isible example 4C future sparr t tr lo - ' ,,'
t'. tehnoIDgy is toe Space Telescope (ST). The size of the s Itellite i tr"

---acur acy requi rements posed substantial contr )Is challengw- , in i its _aper-ati )n w 1 ,:
milestone in fine-pointing control af spacecr-aft. The AXAF Adv inced X-ra y Ast r,) pny i
Facility) program, whic7h is in an adv ince planning sta;e, wil bernefi f'r r7

. experience, but will provide its own cha1llenges f)r contr.ols teinnl y. n)n of I.y
- vehicls typify the trend to large articulated spa e 'raft possessin f x , g I

Also, fur future planetary missions using solar-electri- propulsion, tht' m 11 r '
' the spi-ecraft structure will be solar arrays, and effective n i rling 4 tni ns ri i: f

- flexibility of these systems will be a signif i.ant c..antr )s issue ..

-d W4ith the advent of the Space Transp.)rtation System ( :T§), it is n ; p 1;: .
consider very large spacecraft assembled in space using multiple : TS a un ',es. AlthF. .4 1,
a practical solar-power space stat i on is n )t rea 1i zab I e in the near fat ure , n, -i1 e' l
solar array area is required fir u number af future space missions wich are i; pr, e-.nt
planning stages. uch missi)ns in be expected to have flexible-b.. Jy m des 'within the necessary contr-ls ban.14i th , a, i they will require new )n t ro s 3 1P Pr , ',.,.''"

Finally, the NASA Space Station initiative is in its formative sta ges I out is I :str ,!i"
" motivation for controls technlcgy deve!1pment. Although the final onfi7 rI .n

still evolving, it seems lear tnit ivncel controls techniques will hve t.
considered, and that such techniques m ny 5 gni ficantly enhance the desivn .

The two most significant controls techno)logy issues that have emerce I fr 1 m tr'
technology needs assessments of these missions are related to the prenti l , f ,r"
controls strategies that actively suppress flexible-boly structural responses J: i for
autonomous controls operation. The latter issue is of extreme importance to a rnumber of
future space programs, especially in the military sphere, and I will comment further an
this a little later. However, the issue causing greatest concern as regards new
technology development is whether or not present controls approaches will be able to
satisfy the extremely demanding accuracy and agility requirements of futur" space
missions, some of which also require very large spacecraft that will be considerably r re
flexible with respect to the controls bandwidth than has been the case to late.

For purposes of brevity, I will refer to controls approaches that include the
active suppression of elastic mode responses as CSI (Controls-Structures-Interaction)
technology in this discussion. While this technology has considerable development
history, this has been almost entirely in a research/university context. No present
spacecraft system uses this approach, and relatively little work has been done to
transition CSI technology to engineering applications. In the U.S. a significant start
has been made via a government sponsored technology initiative termed ACOS3 (Active .'-
Control of Space Structures), which is funded by the Defense Advanced Research Programs
Agency (DARPA), but much work remains to be done. As a technology planning issue, then,
it is clearly of great importance to assess the need for this advanced controls approach
for future spacecraft and to realistically identify the development timelines for
remedying any deficiencies. "

One of the more intensive attempts to evaluate the need far CSI technology for
future U.S. space programs was the NASA committee activity I earlier mentioned. This
considered both NASA and military candidate missions. Although determining the level of

- need for CSI approaches requires a reasonably complete preliminary design process, which ..%%
was not available for most of these future mission, the committee was able to conclude

' that a number of major future NASA and military space initiatives would face serious
design constraints if CSI is not available as a controls option. The most stringent -
controls requirements were related to resolution and pointing accuracies of primary
payload sensors, some of which require very large apertures.

A useful technique for assessing when the combination of size and accuracy

requirements for these spacecraft will result in a probable need for advanced controlstechnology is to consider the parameter D/f, where "D" is the aperture diameter and 'f"
is the lowest modal frequency of significance to the pointing and configuration control
of the system. If this is plotted as a function of operating wave-length for various
missions, those having a D/f greater than approximately 100,000 can be considered in the
CSI technology category. This approach, developed by Dr. K. Soosaar of Draper
Laboratories, is illustrated in Figure 1, which identifies 33 missions presently in
serious planning stages. While this should be viewed as only a rough assessment of need
in any specific case, the overall picture clearly supports the conclusion that the 5SI
option is a major concern for many future space missions.

*O. The second major area of concern regarding guidance and control technology for O-
future space programs that has emerged from these planning studies is the need for
greatly enhanced capabilities for autonomous operation. The ability >f spacecraft to
maintain on-board knowledge of its orbit parameters and to perf-rm its navigation and
station keeping functions for long periods without contact from g nnd stations is key t,
successful performance of a number of important missions. T s equirement has been
largely related to military needs for survivable space defense assI , but there are also" _
major cost savings associated with reducing the very sizable expe,. es incurred by groini
operations related to constant monitoring of spacecraft functions and1 det.erminati n of
orbital parameters. The Jet Propulsion Laboratory of NASA has taken the leai in defining
autonomy capability levels for spacecraft operations and is presently w )rkinP with I no



J .S. Air For-e to neIp focus the ne eI re I i -c ol )./ ev l o ,pmr It,; in tu! 1 r' , . i r, ,..
• define.1 a gr iduated so ale of 1 3 auton omy leveIs for issess in sp 'er ift I e: "

this sale, an overl , 1 ssessment of future re iULireme nts for ur efers s t.. li t
e a major need for improvements in the co ntr,)ls re , especially in on-b r J r 't I.

par ameter determination, fault toleran, e, and rb it -_orreotion I , ision m iking,.

TECHNLOG]Y ASSESSMENT

One of the m st Iifficult problems fajed by those responsible f r-r ,r ,
programs is the object ive and accurat e assessment of the engineerin.g t.,,hr, l
necess ry t) fiell omplex future space systems. . rrro s in judging the oi Ii , ),r
technical community to meet these ne' is can obviously have the most serious c ono uern-
Unfortunately, a number of past proj .ts have ha to be cancelled, or were completed wrt
large over-runs and reduced performance, due to inileplate technology assessments pr,
to t.eir initiation. The major issue is not techni' il feasibility, although thi s, of
course, must be established, but rather whether or n)t the technology will be "fl ijont-
ready" when it is needed. The term "flight-ready" in this context implies ( I) minimal .
risk compared to other approaches, (2) cost effectiveness, (3) a reasonable level
proven .- apabil ity by aerospace contractors, and 10) established procedures for devel opin,
associated performance and testing specifications for, spacecraft systems.

As an exzample of this assessment process, the following questions must be
carefully considered: ,

- Is the theory well developed and are the necessary
computational tools available?

- Has the technology been adequately tested on previous
spacecraft, or by laboratory experiments?

- Has the technology been reduced to engineering prac- "
tice? (i.e. specifications and criteria)

While obtaining such an assessment may appear to be straight-forward to those not
involved in space technology management, in practice quite the opposite is true. The
program office people who are tasked with planning future projects may tend to
underestimate technical risks, either because of a lack of technical expertise or due to
their understandable enthusiasm to "sell" their projects. On the other hand, the
technologists frequently tend to be over-optimistic regarding technical risks and often i, -
do not understand the engineering difficulties associated with converting their technical
contributions into flight hardware that can be delivered on-time and within cost.

With these comments in mind, I would now like to briefly discuss the assessment
of controls-structure interaction technology that was earlier identified as a major
concern for future space missions. A first obrervation regarding CSI technology is that
it cannot reasonably be viewed as a simple extension of existing practice. It's
application to future spacecraft will require substantial changes in the way the controls
subsystem is handled, and a number of technical issues must be resolved before it can be
considered flight-ready. Some deficiencies are evident in each of the three assessment
categories I earlier mentioned. The methodology area is closest to readinesss, although
even here some questions need resolution. In the experimental base and practice and
criteria areas much work needs to be done. Five of the most important sub-categories of
CSI technology that need work are:

- Analytic modelling accuracy and model reduction .

criteria

- System identification procedures

- Robustness criteria

- Development of sensors and actuators
i S

- Digital implementation

Each of these :reas is of particular concern, and technology level )pm'rit activities are
needed if we are to realize the potential of this new controls pproa'h for future
spa e-'r;3ft

Perhaps )ne of the most important aspects of this new approach is the need to
recognize that its success will require the cooperative efforts of several disiplines in |. ,.
a much mre effect i ve manner than has been the case in the past. The pra t ial

-)nvergence of .)ntrols, structures, and computer technolotgies will bp ne.'esnary if ,
appl i ations .r to beoome a real ity (Figure 2). Multi-discipl iniry r "; I r, h ;inl .

dev'elopment. programs, improved university curricula, and new aipproa',,h s t r i tri il
technical man:)gement ire all important. This symposium and the efforts )f trhi,; t, hni .1.
'ommunity will be key elements in this evolution, which will ply a m r rY -II in
preparing the way for the next generation of space systems.
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SUMMARY

Future missions in space will require controlling spacecraft which are both large and
flexible. The limited inherent aamping and the uncertain and changing dynamic character-
istics of many of these vehicles, such as manned space stations and large antennas, will
revolutionize spacecraft control requirements. In preparation for the time that such con-
trol systems are required, considerable research and technology development is necessary.
A program is in place at NASA for the development of active control technology to support
major initiatives for space station and advanced spacecraft. A number of key control tech-
nology program needs are cited in the paper as required for these and other future NASA
missions together with an integrated cdntrols/structures technology flight experiment to
demonstrate and validate technology for large flexible structures.

INTRODUCTION

The objectives of NASA's space technology long range plan are shown in Figure 1. As
indicated in the figure the importance of space R&T must be established and strengthened
to ensure the timely provision of new concepts and advanced technologies for the U.S.
civil and military space activities. New initiatives are being planned to provide the
capability for in-space testing through space flight facilities and experiments, anu to
develop the technology to support space station and advanced spaceframes. Also a new
program has begun to increase university research and small business innovative research
which address important NASA scientific or engineering problems and opportunities. Before .
moving into details of spacecraft control research at NASA which is associated with the
theme of this technical symposium on "Guidance and Control Techniques for Advanced Space
Vehicles" we will first look at the specific objective for the NASA space controls and
guidance R&T program shown in Figure 2.

OBJECTIVES SPACE CONTROLS AND GUIDANCE R&T

* ESTABLISH IMPORTANCE OF SPACE RhT TO ATTAINMENT OF
NATIONAL SPACE POLICY OBJECTIVES SPECIFIC OBJFCTIVE

* PROVIDE U.S. R&T CAPABILITY BY MAINTAINING NASA
CENTERS IN POSITIONS OF UNDISPUTED EXCELLENCE IN
CRITICAL SPACE TECHNOLOGIES o TO DEVELOP

INITIATIVES: IN-SPACE FLIGHT FACILITIES ANDI o DESIGN CONCEPTS, ANALYSIS, AND TESTING TECHNIQUES
oEXPERIMENTS ADVANCED COMPONENTS

0 STRENGTHEN NASA'S SPACE R&T PROGRAM TO INSURE THE
TIMELY PROVISION OF NEW CONCEPTS AND ADVANCED
TECHNOLOGIES FOR THE U.S. CIVIL AND MILITARY SPACE o FOR CONTROLLING AND GUIDING EARTH-ORBITING SPACECRAFT
ACTIVITIES

INITIATIVES: SPACE STATION TECHNOLOGY INCLUDING
SPACEFRAME TECHNOLOGY O LARGE ANTENNA

* ASSURE BALANCED PARTICIPATION IN SPACE RhT o PLATFORMS
PROGRAM BY NASA CENTERS. GOVERNMENT AGENCIES,
UNIVERSITIES. AND INDUSTRIAL RESEARCH ORGANIZATIONS o PAYLOADS AND EXPERIMENTS

INITIATIVES: UNIVERSITY RESEARCH o SPACE TRANSPORTATION SYSTEMS

Figure 1. Space technology long range Figure 2. Space controls and
plan objectives guidance specific objective

This objective is quite general but covers a number of thrust objectives shown in Figure 3.
Although the thrust objectives are focused toward a particular area or mission a substan-
tial portion of the resulting technology will have general applicability to all areas.

CONTROL AND GUIDANCE R&T THRUST OBJECTIVES

o GENERIC o SPACECRAFT
TO DERIVE NEW CONCEPTS AND APPROACHES TO EFFECTIVE TO DEVELOP ADVANCED CONCEPTS AND TECHNIQUES FOR CONTROLS.
CONTROL OF LARGE DYNAMIC STRUCTURES. PRECISION POINTING, AND STABILITY AND GUIDANCE AND NAVIGATION

OF LARGE ANTENNAS, PRECISION REFLECTORS AND ADVANCED EARTH
o TRANSPORTATION ORBITAL SPACECRAFT.

TO DEVELOP ADVANCED CONTROL AND GUIDANCE CONCEPTS
FOR CURRENT AND FUTURE TRANSPORTATION SYSTEMS o SPACE STATION
WHICH ARE MORE TECHNICALLY EFFICIENT AND WHICH LEAD TO ADVANCE THE UNDERSTANDING AND STATE OF THE ART IN POINTING
TO MORE COST AFFORDABLE FUTURE SPACE TRANSPORTATION AND STABILIZATION OF LARGE SYSTEMS CONTROLS, MULTIBODY GUIDANCE
MISSIONS. AND CONTROLS. AND ADVANCED GUIDANCE AND CONTROL DEVICES
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In trie t.esezrch are, NA,A is currently investigating a number of tnoretLic,,i I. ,,7
w icti t e.L -teen tntiltiedl as being aeficient for applications to large, nigily tlxn,,-
spacecratt ana reqsiring trther development and validation through experimental hr wat-e
testing. Current theoretical def1ciencies identifi e from technology survey; and systems .--
studies are snown in ITable . Most of the inuicatea theoretical areas are being inves-

-.: ".-tigated through a combination of university grants and NASA center research programs. ..
Another area of research begun in 1983 is in the applications of distrinuted system theory
to control of large space structures. The term distributed systems as useo here has two
meanings. One is control theory for distributed parameter system modeling and the second.
is the theory for systems requiring spatially distributed multi-point sensing ann actu-
ation. Many large space structure configurations being considered in the NASA mission
model will require multi sensors and actuators distributed in some tashion throughout the

- structure. Therefore, one must consider the spatial distribution of sensors anu actuators
. whether treating the problem from the finite elements or continuum model approach.

Table 1. Current Theoretical Deficiencies in Control of Large Flexible Spacecraft O

Fundamentals of Control Optimal Management of
of Highly Flexible Adaptive/Learning Control Distributed Control

Systems Sys tems

Modern vs Classical Identification of Most Important Fault Modeling
Linear Quadratic Gaussian Parameters for Control Failure Detection
Decoupled Control Sensitivity of Real 'ime Models Self-Reorganization
Computer Aided Design Parameter Identification Analytic Redundancy O
Dual Level Control Real Time Automated Control Laws Optimal Reduced Capa-

- Modeling for Analysis Parameterization of Shape bility Performance
* Parameter Sensitivity Configurations Systems

. Robust Control Laws Criteria for Closed Loop Adaptation

. In adaptive control research, techniques are being investigateu for their future
* application to control of large space structures where uncertain or changing parameters of Al

the system may uestabilize conventional control system design. In one ground experiment
using a large flexible hanging beam and realistic haruware the application of a state
space adaptive filter/controller was demonstrated which accounted for an intentional error
in its 3rd eigenvalue or modal frequency. Using colocated control sensors and actuators,
and a high fidelity structural model and feedback controller with a Kalman filter and
optimal control laws, beam vibrations were rapidly damped following an impulse disturbance
at the free end. With the intentional error of approximately 20% in the 3rd mode replaced
in the model, the control system was shown to be unstable for the same initial conditions. "O
However after parameter identification and adaptive estimation techniques were added to
the feedback loop, the system stabilized after one and one-half cycles of vibration. Real
time computational requirements were handled by a Motorola 6502 microprocessor operating
at 1 MHz.

In a related area of research adaptive identification for the dynamics of large
space structures is being investigated using lattice filters. 'he approach illustrated in
Figure 4 is for the problem of identifying the structural dynamic characteristics of basic
structures. The lattice filter provides an algorithm based on least squares estimates

Figure 4,.,,i a

• .Figur 4. 0 trbuted adap tive cotro 1
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for generating an orthonormal basis for the measurement data using meaLuiement samples.
Using this approach a modal system description is avoided and hence the a priori specifi-
cation of model order (i.e., number of modes requiring control is not specified). Instead
the systems order is recursively determinea on-line, as would be required in flight, along
with its parameters. The use of recursive lattice filters are widely used in adaptive
signal processing. The next step in this research will be the application of lattice
filters to two dimensional structures. S

Large space systems (LSS) control technology

For control of future large space systems a number of technology needs have emerged.
Large as used here is a relative term for those systems which are larger than systems flown
to date and which carry high performance requirements. Many of these needs serve as the
focus for principal activities, shown in Figure 5, in the space station and spacecraft pro-
grams. If we look at the NASA LSS mission overview, shown in Figure 6, we have a number of
mission classes for which the objectives are quite distinct from past missions. Space sta-
tion will be characterized with designs providing for evolutionary growth, low life cycle
cost, and user accommodation. The NASA large space antenna missions can be categorized
into three major classes: radio frequency (RF) antennas, large segmented reflectors, and . .-
LSS flight experiments. The large RF antenna class includes near-term communications
missions, such as the Land Mobile Satellite System, radiometry missions, and the advanced
communications missions. The segmented reflector systems will require multifaceted solid-
panel reflectors deployed on supporting structures to meet the requirements for IR and -
submillimeter astronomy. Flight experiments to validate LSS technologies may involve fun- %
damental structures with associated control and build up to a fully deployanle large space
operational antenna. In the following sections control technology needs and requirements
for these missions will be highlighted.

CLASS OBJECTIVES
LARGE SPACE SYSTEMS CONTROL TECHNOLOGY PLATFORMS AND SPACE STATIONS * MULTIPLE USER SPACEIEARTH OBSERVATIONS

- UNMANNED SPACE PLATFORMS * TRANSPORTATION NODE TO HIGHER ENERGY
'• " LEVELS""-

* ANTENNA CONTROL * MANNED SPACE STATION
0 PLATFORM/STATION CONTROL * ASSEMBLY. CONSTRUCTION
" CONTROL OF DISTRIBUTED PARAMETER SYSTEMS * 0-_ PROCESSING, MANUFACTURING

0 SYSTEMS IDENTIFICATION * LARGE ANTENNAS 30-00 m * COMMUNICATIONS

* FIGURE CONTROL - MESH DEPLOYABLES 0 RADIOMETRYIEARTH RESOURCES .
- EXPERIMENTAL VALIDATION . TRUSS - RAOIOASTRONOMY
*• MODEL ERROR ESTIMATION * ELECTROSTATIC MEMBRANE, etc.
* ADAPTIVE CONTROL
" ANTENNA CONTROLLER DESIGN BASED ON RF * SEGMENTED REFLECTORS ID-30 m * IR, SUBMILLIMET[R ASTRONOMY

" ADVANCED GUIDANCE AND CONTROL COMPONENTS * LARGE DEPLOYABLE REFLECTOR
* FLIGHT EXPERIMENT DEFINITION AND DESIGN * LSS FLIGHT EXPERIMENTS - VALIDATION L iNABLING TECHNOLOGIES
m INTERVEHICLE CONTROL 0 ESTABLISH REQUIRED FLIGHT DATA BASE ,r-.',.

* Figure 5. Principal activities
in program Figure 6. NASA LSS mission overview

Space station

A number of space station concepts have been evolved in recent times as shown in
Figure 7. The figure on the right shows space station in its most current conceptual
approach which is characterized by evolutionary arid modular growth. There are many
physical factors which must be considered in such an evolutionary process for space

" station. Some of these important factors are shown in Figure 8. All of these physical
factors will seriously impact the station's control systems performance and operation in
its initial configuration and potentially much greater as the station evolves into more
advanced configurations with additional modules and provisions for vehicle servicing

1. INCREASING ORBITAL MASS

2. MIGRATING CERTER-OF-GRAVITY LOCATIONS

o STATION BUILD-UP

o CRANGE-OUT OF MAJOR ELEMENTS (SOLAR ARRAYS, RADIATORS)

5. VARYING AERODYNAMIC AND GRAVITY GRADIENT TORQUES -

F Lz o ORBIT RE-BTOST

.. CHANGING STRUCTURAL RIGID BODY AND FLETIBLE ,OGES

II oSTATION BUILD-UP
SCIm. ard AppICllon$ Evolullonary Spice Transportallon a D0C0TO ORITPRORBIT TRANSFER VEICLE (OTIV)

MASS TRANSFER OF FIJISiPLIES
Space Operational Center 5. ASRROUAUT/COT4STRUCTION MOWIINTS "

S. ASRNA;"NSRC IOOEET 1

Figure 7. Developing space station concepts Figure 8. Physical factors of the
evolutionary process
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* to assess the evolutionary changes requi rea in a control techinology deve iopmont pirust,.:
whichi acidresses large space systems a controls tectinology roadttmap was t urn 1 Oteo A.-
in Figure 9. The chart illustrates techinology reodviness tor ISS: as piojecteo ry tte (,.
range plan for control technology developmenft. Currently we see tue stare-ut-ttoe-art i1st
control of large structure as represented by technologies appliesu to Skvlat,, Sepace tt.,

and recent spacecraft missions. This control has been osed on structures tbeing iutouelis

MISSIONS SKYLAB SPACE STATION ADVANCED SPACE STATION
SHUTTLE LARGE SPACE ANTENNAS LARGE DEPLOYABLE REFLECTORS

TECHNOLOGIES RIGID BODY CONTROL DISTRIBUTED MODULAR CONTROL HIGHLY AUTONOMOUS CONTROL
CENTRALIZED CONTROL SYSTEMS IDENTIFICATION HIERARCHICAL CONTROL

ADAPTABLE CONTROL ACTIVE VIBRATION CONTROL
LONG LIFE COMPONENTS
ADAPTIVE CONTROL

PERFORMANCE 0-2DEGREES POINTING IN-ORBIT CONTROL
ACCURACY RECONFIGURATION

15-30 DEGREES OF FREEDOM 30-100 DEGREES OF FREEDOM 100-1000 DEGREES OF FREEDOM

1-5 YEAR LIFE COMPONENTS 20 YEAR LIFE COMPONENTS

Figure 9. Control technology evolution

as a rigid body with flexible appendages. Centralizeo controllers with appropriate notch
filters to minimize coupling with flexible modes in the control bandwidth was adequate to
meet the requirements. For the initial space station such a conventional approach for
control may also be adequate depending on the dynamics ano user accommodation. After a
few or more modules are joined in space, the structural dynamics will interact with thle
control dynamics in such a way that modern control theory with distributed controi will
be highly desirable if not mandatory. The technology readiness date for the- initial sta-
tion is in the 1986 to 1988 time period. A control system block diagraim for the initial
station might take the form of that shown in Figure 10 where distributea modular control i
would be combined with some level of systems identification and adaptive capability. Tnis
early form of adaptive control we refer to as adaptable control to accommodate cnanging
configurations and operational requirements. Here we might use gain scheduling techniques

for control in the absence of systems ID, and tracking notch filters combinedl with systems
ID for fine tuning the adaptive controller. As we move from adaptable forms of control .
to fully adaptive, which may use an expert knowledge base for adaptive problem solving,
we might envision the hierarchy as shown in Figure 11. As we move trom the top to the
bottom we increase the autonomy of the system but with some increase in complexity. It is
felt that some moderate level of these technologies would provide the baseline in control

INTEMEIATE iq& Gain Scheduling Controller
LEVFL COMMAND STT FTEATConfiguration and operations adaptive.

,- - - - - - - - - - - - - - - - - - 0 SysTervs Identification
FI Mass Prope~tiesTracking S

4 * D'sturbance Measurentct
0 Flexible Structure Beltavior

ST~tiToRF* Adaptive Cornen,.ation Filters
AC IATOR DYNMO S SENSRS Trdukin~j Notch Filters

0 Distu0rbiance Ad apiIve E st mators -

DISTRBUTE Model ReferefnCe Adaptive Cent rot
CONTRL to* Aidaptive State Observut

0 AtLaptive Pirrmemter Ideni iver-
0 AriJUSdta St at ReqJUlaum

01,171MAt m i S uSil Tumii Rekltila'rs
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for an evolutionary, modular growth station. For the 1990's the objective oit tnf :,ntrl:,
program is to provide tecnnology options and opportunities such as those 11-;tceo In +loul-
9 for advancea space station application.

SPACECRAFT TECHNOLOGY

Presently the spacecraft controls technology program deals with the requir2mtnt ; 1f,
large antennas ana submillimeter wavelength, anu lower, astronomy spacecratt. Control
technology requirements for these systems are shown in Figures 12 and 13. Contrul ttciinol-
ogy requirements in Figure 12 fall into the five groups shown on the lett witS technology
level of advancement dictated by the application areas shown across the top. Figure I| 1
illustrates the broad spectrum of pointing anti figure control requirements spannen1 'v.
large antennas. From the near-term communications antennas and radiometers to the VLHI
and advanced communications antennas (such as the RF Orbiting Deep Space Relay Statiun),
the surface and pointing requirements are at least 1 order of magnitude apart. From the "
advanced RF systems to the IR and optical systems (such as the laser orbiting Geep ,pace
relay station), the requirements are another 3 orders of magnitude tigrter representing
a giant step in technology advancement.

AIVANIJ |IR.D
NEAR TiRM COMMUNICA IONS SURMITI IfAi I R

COMMUNICATIONS AND RADIOASITRONMY ASTRONOMY
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Figure 12. Antenna control technology requirements
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Figure 13. Antenna surface accuracy vs pointing requirements""

Land mobile satellite service

The Land Mobile Satellite Service (LMSS) is a representative example within the large
RF antenna mission class. The LMSS is one of the early large antenna applications which
has been studied in considerable detail by a joint team of JPL/NASA and industry technolo-
gists. The LMSS is a multibeam communications mission utilizing a geosynchronous-orbit-r based large antenna for providing telephone services to mobile users in the continental
United States. Two candidate LMSS configurations have been studied. One is a wrap-rib

-4design consisting of a 55-in-diameter mesh reflector and a large 8 1,11-in RE feed. These
are connected by two booms 34 and 80 m in length. The second configuration is a hoop-
column design consisting of a 118-in-diameter mesh reflector, an 88-rn mast, and four feed
arrays of 4 x 4 FI each. Each of the systems weighs about 10,000 lb and have moments of
inertia of 106 to 17 kg-rn2 ..

The principal control system objective for a RF antenna such as LMSS operating at
a frequency of 0.87 GHz is to point the RF beam(s) to the desired target(s) within
prescribed pointing and jitter errors (typically 0.0200 to 0.0020) while maintaining
overall system alignment and figure to insure the desired RE performance (main beam gain,
low sidelobes, etc.). Achieving the desired antenna pointing performance on a flexible
structure of 50 to 100 m while maintaining the static and dynamic figure within an
envelope of 0.5 to 5 mm represents a substantial challenge to the technology. The two
LMSS antenna configurations under current study are shown in Figure 14 under dynamicS
disturbances. The distortions and displacements have been amplified to illustrate the
pointing problem. Tne major contributors to RF pointing error are spacecraft attitude

errors, feed displacements and rotation, and dish attitude and deformations.

L _ "
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Figure 14. Antenna pointing problem

Hoop-column antenna control design analysis

A control-design analysis is under development for a hoop-column antenna system. A
NASTRAN model of a 122-m-diameter hood-column antenna is being used as the basis for the
design. The schematic sketch, Figure 15, shows possible locations for the two types of
controllers employed in the simulated studies. Control moment gyros and/or reaction

.-

60

". "Y

e Figure 15. Hoop-column schematic

control jets can be located at positions 1 to 4 along the mast, and reaction control jets
can be located at positions around the hoop. The antenna characteristics are shown in
Table 2. -. O4

Table 2. Antenna Characteristics . •

Diameter = 400 ft. MODE wn' rad/sec Period, sec

W = 10020 lb 1 .7466 8.42
2 1. 346 4.67 'O

I.x = 1.360 - 108 lb-ft
2

3 1.7025 3.69
Iy = 1.365 

× 
108 lb-ft 2  4. 39':.'. 4 3.1113 1.98..[- -

I, = 1.041 x 108 lb-ft 2  5 4.5294 1.39v.6 5.5905 1.1

ixz = 0.58 x 106 lb-ft
2  6 5_5.

Various control techniques are being investigated to establish the most , (.I "it la -
.% efficient design procedures for the hoop-column antenna. Figure 16 illustta, s typical

* - results for two of the design methods investigated. The Linear Q)uauratic (;auss;., u"
optimal control technique is being used as the basis for comparison oE the va 1,,U; tf'ch-
niques. The plots show that the LQG and decoupled control methods produc:,. Cn0r)'Ardil,.
results for nulling disturbances in the three rigid-body modes and in the itst thie,7 flexible (vibration) modes. Of the two methods, the LUG method is the, m(,r, r()mplircted
because of the iterative process required to achieve desired performance. The do-ouple.,
method provides a simple closed-form solution and produces the exact closid-lo(p 1/flhl •-.
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Figure 16. Comparison of optimal and decoupled responses

specified for the system. in another investigation control systems were designed using.-,-
colocated output feedback and LQG techniques. Figure 17 shows a comparison of performances -"

1..°..0

obtained using the two methos. The controllers were designed for three different closed-

loop, rigid-body bandwidths (ws), and for various values of the (closed-loop) time constant . -
corresponding to the structural modes. The horizontal axis for the colocated controller
figures indicates the desired negative shift in the closed-loop eigenvalues corresponding -- 5

to the flexible modes, which is used as a design parameter. The horizontal axis for the LQG
controller indicates successive increase at each step in the "Q" matrix, which indirectly - .
achieves the same effect. The expected values of pointing errors, feed-motion errors, and
surface errors were computed in the presence of sensor and actuator noise. Although both
controllers satisfy the requirements, the LQR controller is found to perform significantly
better, especially when a smaller number of sensors and actuators was used.
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Figure 17. Controller performance analysis , .



Large deployable reflector

The second major class of large antenna missions cotr .spona t0 t J':l1 t Ito s wr 4.
the wavelength is so short that solid reflectors are requireo. Typical of thic cla:
is the Large Deployable Reflector (LDR) shown in Figure 18, which is an Earth-oroiting
astronomical observatory operating from 50 to 1000 yim, a region of the spectrum where
ground-based mapping of the sky is severely limited due to atmospheric opacity. For the
present LDR concept shown the segments are deployed from their folded configuration into
final reflector shape. To satisfy the observational requirements, the position and
orientation of each segment must be sensed and controlled to extremely high precision.
The major components are the segmented primary reflector, the secondary reflector, the
backup structure, the spacecraft bus with its cryogenically cooled focal plane instru--P

". [- ments, the solar arrays, and the thermal baffle.

" 20 S GMNTED PRIMARY

*ACTIVE FIGUJRE CODNTROL TO 0.5 pm
• WITHIN PRIMARY

- . PRIMARY-TO-SEODARY

" • OVERALL SYSTEM POINTING TO

" 0.05 arc sw - ABSOWE
" 0.02 arc sc - STABILITY

Figure 18. Large deployable reflector

The potential control approach shown in Figure 19 calls for an attitude control
system with wheels and thrusters to steer and stabilize the focal-plane assembly, with
attitude sensing provided by the Guide Telescope and LOS (line of sight) transfer system.
This ultra-precise IR LOS pointing of the focal plane is accomplished by transmitting a
laser beam from the guide telescope to the focal plane via a set of mirrors, a selected -
segment reflector surface, and the secondary reflector. Fine pointing at the focal plane V......O
can be enhanced by means of a fast-steering mirror and detector electronics. The direction
of the laser beam is determined by the guide telescope, which uses a star tracker, IRU
(Inertial Rate Unit), and its own attitude controller to guide its orientation relative
to the stars.

The shape of the primary reflectors is maintained by the Primary Figure Controller,
which drives the segmented reflectors against the backup structure. The primary figure
sensor unit is mounted in the vicinity of the secondary reflector, which is driven by a
suitable drive mechanism actuating against its support structure.

. _r.R.MA-Y-F G""~~~CNRLLER J.,..,

fSECONDARY

ATTITUDE CONiTROL CONTROL.LER]
WHEELS AND THRUSTERS

PRIMARY FIGURE
FOCAL PLANE . IR LOS S EN S
FA S. .. . J -" ..- SN.

Il.
STEERING MIRROR -'

?--,

STAR TRACKER VISIBLE LOS

GUID TELESCOPE AND LOSTRANSFER SYSTEMJ

COMONET EVEOPMNTFigure 19. LDR control approach
COMPONENT DEVELOPMENT

% ~ Within the NASA control and guidance program we are also pursuing; t he development at
sensors and actuator components to support LSS. Shown in Figure 20 is a shape determina-
tion system (SHADES) which is based on the use of a multipoint optical ;ensor.



SHADES
e AN INTEGRATED HARDWARE/

SOFTWARE SYSTEM FOR
SHAPE DETERMINATION
AND SYSTEM IDENTIFICATION
OF LARGE FLEXIBLE STRUCTURES

FEATURES
* SELF-CONTAINED PORTABLE

MODULE (SUITCASE)

• MULTIPOINT OPTICAL SENSING ___ UCOMPUTER_ ____"

VIA SPATIAL HIGH-ACCURACY RESI
POSITION ENCODING SENSOR TARGET CONTINUOUS
SHAPES) POSITIONS SHAPE

* RECURSIVE MAX LIKELIHOOD
ESTIMATION ALGORITHMS FOR
ON-BOARD IMPLEMENTATION SYSTEM PERFORMANCE

* INTEGRATED SHAPE ESTIMATION I ID

IDENTIFICATION
APPLICATIONS * MODE SHAPES 0 RMS SURFAC[ ERROR

* MODE FREOUENCIES e FEED MOVEMENT
LSS FLIGHT EXPERIMENT * DAMPING * RF POINTING

0 GROUND/SPACE ANTENNAS 9 CENTER OF MASS 
* PRINCIPAL AXES

Figure 20. Shape determination system

The aspects of reduced data requirements and accurate autonomous sensing are the
key features of SHADES. In addition to the shape estimator design, SHADES will contain
multipurpose subroutines performing such functions as system identification, tracking of
feed movement, and RF pointing. SHADES is an integrated system and is made up of two ""
fundamental technologies: multipoint spatially distributed sensing, provided by SHAPES
(Spatial High-Accuracy Position Encoding Sensor), and estimation and identification meth-
odology for processing the sensor data in order to establish knowledge of the vehicle's
static and dynamic shape. In addition, SHADES will contain the system identification
algorithms required for estimating poorly known parameters (modal frequencies, damping,
etc.) in the dynamical models. While the figure illustrates an application of SHADES to 0
a large antenna, the basic sensing, esLimation, and identification capabilities of the
integrated system are more generally applicable to a wider range (platforms and space
stations) of large structure configurations.

The SHAPES multipoint sensor concept shown in Figure 21 is designed to meet the
need for a shape determination and system identification sensor that can measure the
three-dimensional coordinates of many points on a large space structure simultaneously.
It utilizes recent developments in short-pulse laser diodes, fiber optics, integrated
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NEW TECHNOLOGY PERFORMANCE
* PICO-SECOND LASER PULSES e-I b04- I0 ANGIES ACCURACY
o PICO-SECOND STREAK TUBE 0 0.1 mm RANGE
e INTEGRATED OPTICS SWITCH a 50 TARGETS FnR OPTICS EADj
* FIBER OPTICS FOR CALIBRATION REFERFNCE * I0 TARGET SET S/SEC UI'DAIT .

Figure 21. SHAPES sensor

optics, streak tubes, and CCD technology. It operates by measurinq the range to and
angular position of targets on the structure from a singlu Iocat ion. k<anqe Is me,.ur-..
by the time of flight of very short light pulses. The precision ot this iiieadrut'rent. i--
improved by the use of a discrete-delay reference path consisting of ither-opt-ics Iinks-%
switched by integrated-optics switches. The time delay is Irleter inind ,y -1 strI(,eAK tti!I'
with a CCD readout. The angular position is determined by the dirtwt imiging ,f th,
targets on a second CCD. The projected performance for SHAIL'S 1!, 10 readingq poi' -ni
from up to 50 targets per optics head with range uncertainties (f 0. I', in nn ngjjldi
position uncertainties of 10- of the field of view. Mere tarqets can Ie(
in parallel with the addition of a second opticri he~ad.



In tne .ontr ol act,tor area for large structorT.; w,, at lon, ,-'L~ : r i
conIt raol momnen t t~rr rCMG) taor pr ima ry con t I ) tor que an :1 1."n t ;.l.r 1 ,'T. - IS I ~ I ,fj

CMG over c evelioped i s s hown. in Figu re 1 2: has a inaxirilw iromrrtA 1::joiv 4 - 1
tt-lb-sec. Tris CMG was actually developoa in tue e.rLy to ;iii2 ~u wht.11 ('01 1i.r ,j-
station concepts were seriously under study. At t L r eacti ingja ~t Iat iv-y I."a y.~
of development the spin assembly was tested with thue jimluaLs lockeo anid 4it,ut t
torquers. The test results at tnat time looked enCOUraginuq. In) thfn (:ur rnt ~rjraj1j; r t.
assembly has been taken out ot storage, and once aqjaln eva luatt-u. Ti.'- t', t cijt Al t
indicate tnat tnis Large CMG technology is a,, a tec:hnulogy esa inc:; I '?n t "I
repr esents an effticient and well oesigned acLtat tUyJL110 tr futegr at 1 in w iLr ti a.
assembly. For such a CMG usecr in tne control of a largje space St ructujre A Uac I
benetits become apparent. Use ot sack, a largea .2MG unpqlies tewor uea aturat i. 'oion,.,

* ~larger Momentum infers fewer minits for control and thus lower wihvlre .~ e'
units result in reduced software complexity.

TECHNOLOGY AREAS

TECHNLOGY REASDIRECT DRIVE SOC MOTORS
TECHNLOGYAREA / k GEAR TRAIN BACKLASH

IMPROVED H M RATIO 13 LOW TORQUE CAPABILITY
ROTOR STIFFNESS ILONG LIFE

SPIN REARING

MOMENTUM 4500 FTLB SEC

TORQUE 200 F1LB
WEIGHT 630 LRS .0

APPLICATIONS: MANNED SPACE STATION, LARGE SPACE STRUCTURES, LONG DURATION SATELLITES

BENEFIT: LARGER MOMENTUM PERMITS FEWER DESATURATION MANEUVERS

LARGER MOMENTUM MEANS FEWER UNITS, THUS LOWER WEIGHT/VOLUME

FEWER UNITS RESULTS IN REDUCED SOFTWARE COMPLEXITY

Figure 22. Control Momentum gyro (CMG)

The effectiveness of momentum storage devices for providing control of a space vehi-
cle's attitude has been demonstrated in flight. However, in most cases, the full potential-
of these devices was not utilized. One approach to realizing the full capability of a
gimballed momentum device is to combine the control functions associated with such a unit
with those attendant with energy storage and power generation. The unit shown in Figure 23
is the rotating assembly of a double-gimbal IPACS (integrated Power/Attitude Control- Sys-
tem) unit. This device is capable of storing 1.5 kW-hr of energy and of delivering 2.5 kW
of power at 52 Vdc. In addition, it is designed to provide 20 ft-lb of torque required for
control of an unmanned spacecraft. The research on this device will concentrate on estab-
lishing the generic technology associated with such a concept to permit future applica-
tions. These efforts will consist of characterization testing, math modeling, and utiliza-

* tion of such models in system trade-off analyses.

TECHNOLOGY ARTA i~~bb
TECHN OLOGY AREA

EFFERGY STORAGE
MOTOR GENERATOR UFLyWHFEL DESIGN
SPIN BEARING WMATERIAL SELECTION
LUORICATION W ENERGY DENSITY

ENERGY 1SRW RIP

POWEk 'SRW

APPLICATIONS: SPACE STATION. LARGE SPACE STRUCTURES. LOPO DuRAFIoN SATELLITES

4 BENEFIT: REPLACES BATTERIES RESULTING IN WEIGHT/VOLUME SAVINGS S
LONO.UIFE OPERATION

Figure 23. Integrated power/attitude control system (IPACS)



KEY TECHNOLOGY NEEDS

Driver missions which have not been mentioned, outside of the LSS ic ',A I; o"
pose advanced control technology requirements, are those in the advanced earth oi-servt i (n
spacecraft area, such as the next generation LANDSAT spacecraft, and the Space Teler;cope.
In addition we have activities in advanced technology development for advanced shuttle in
order to make it more cost affordable. Looking at all of the control requirements driven
by future missions over the next decade, we see there are a host of key technology needs;
before us as shown in Figure 24. Implicit in this list of needs for control of large .;truc-
ture is the area of fault tolerance research. The control and stabilization system for
large space structures is likely to have upwards of several hundreds of components distriei-
uted over the structure and linked together by some form of data distribution networks.
Even with extremely reliable components, there are predictably going to be numerous compo-
nent failures or equivalent hardware failures through software faults over the lifetime o.
the spacecraft. The system must have the capability of accommodating these faults through '
system performance and fault monitoring, failure detection and isolation (FDI), and fault
tolerant processing and data distribution and control law reconfiguration. Therefore, the
overall problem if designing a control system for fault tolerance must be given attention
in our future development programs. The last item in Figure 24, ground and flight vali-
dation is an area of extreme importance because the acceptance and commitment for use of
new technology products may follow only after "technology readiness" has been established.
Verification and validation of the technology through ground and flight test programs be-
come essential. However, in the control of flexible structure the control technology can- S
not be validated on its own because of the close coupling and interaction with structure.
This leads us to another key technology, area that needs to be addressed, the technology
of control and structure interaction.

CONTROL/STRUCTURE INTERACTION

The technology for controlling the attitude and dynamic deformations of large space
structures is one of the key considerations for future space initiatives. Active control
of flexible structures (ACOFS) technology deals with the active suppression of flexible
body responses, as distinct from present practice of control of rigid body motions and
avoidance of flexible structure and control interaction.

Major problems

The major problems which drive interaction between control and structure are shown
in Figure 25. It is clear that the control problems represented here are many times more .
complex than the control problem experienced in previous generations of satellites. In
general the control system must be able to provide two or three orders of magnitude of
vibration alteration beyond what is obtained through natural damping or by means of visco-
elastic surface treatment. To do so, it may be necessary to have as many as 100 flexible
modes in the control bandwidth, although only some of these modes will be excited by the
disturbances, and fewer yet will contribute to the control cost function. It should be
noted that the problems listed are typically associated with large lightweight, flexible
structures, but they may in fact be common to smaller precision spacecraft where per- -- =
formance is not achievable without accommodation for these drivers on the technology.

M ILING AND MODEL REDUCTION TECHNIQUES
o LOW FREQUENCY AND DENSE CLOSELY COUPLED -OES

* CONTROL AND STABILIZATION OF FLEXIBLE STRUCTURES
NM CMIMot ACTIVE VIBRATIO OWING o UICONTROLLEn DEGREES OF FREEDOM (SPILLOER)
DISTIIBUTED SENSING a ACTUATION DISTURBANCE ISO ATIO

KCVETV'ALZEo CONTROL FIURE core. o UHIUIOM STRUCTURAL DAIMPING
*MAIK. EVOLUTIONARY CONTROL RENIDEZVOUS I DO.CRING

o DEPLOYMEIT DYNAMICS AID RELIABILITY
* UNCERTAINTY MANAGEMENT

sSTEM IDENTIFICATION IDENTIFICATION OF SYSTEII PARAMETERS
ADAFl IVW APPROACK S

o DISTORTION, DEFLECTION AND RECOVERY REQUIREMIENTSM HARDWARE AND SOFTWARE
o NONLINEAR DYNAMIC BEHAVIOR

* GROUND AND FLIGHT VALIDATION
Figure 25. Major problems for

Figure 24. Key technology needs control/structure interaction

Ground based experiments .

Over the past several years NASA's controls research program has evolved many the-
oretical concepts to address deficiencies cited earlier for control of large flexible
spacecraft. The program has also involved experimental activities to guide Ind validate
the theoretical work. The experimental work employs qround experiments of a gencric n,-
ture with test articles comprised of oeams, grids, spoc trusses;, etc., which ar e ik,.i"
candidates for spacecraft application. Flexible ream facilIities have employed vk-t :ally
suspended beams, hinged at the end, and hor] zrnt-il t,am; usp n,-d by wirt . 'Irte facri t
has been augmented with detail finite-element iiiuek, i- t the f Ilexitale eam, i(cur ite, (1- "
ibrations of the sensors and actuators which wer. J t r i ut, u I a i o h be n i; I on n "

interactive software package tor implementing var i s -(nt ro I sytemF , d la , har.iwn Ir.
with beam-mounted retroreflectors for vvId d I I a,* I the bt') :'s m)t n. 1 .
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only be found with actual nardwaie, ionlhnearIties, static tritm, sy t,.;1s, n 1-
modeled modes severely altered the control-system design piucess. i(. ranf :;X,"
provided useful hands-on texperience to researchers withr NA;A ninu t,) uniivc-I Si ty ,,:-l I
dustry investigators in carrying out experimental tests ut new coitiol t rci-t.t . :;' i 1"
experiments have involved snape estimation and control, distributed control ls'.-s, li.
model adaptive anu insensitive control approaches. A major thruSt of tut,]Lo WorK will II-
volve development and test of advancea adaptive techniques, distrinuted control, ain I 0
and vibration control. In past years static shape control and vilration controL ',,.iv,
independently demonstrated. Future work will be aimeu at combining tihese,'iist 1 riS t-r,-, ..
operation. Control of distributed parameter systems based on continuum fotOd.lI; will - in-
vestigated turther to allow for generalized sensors (rate, acceleration, _nu. l .r, -t tn, A111,
etc. ) and possibly generalized actuators. Shape control will be pe rlotr meo on m,), - '-or:iI ix ,
multidimensional structures such as plate-like and grid-type :t3uctul . .cIS.

Another ground based control demonstration deals with the pro:clem ot :toil izing ni
pointing flexible bodies mounted to a base structure. The test setup is ,wn in l.:gi .
26. The test article is a Voyager magnetometer boom approximately 11 m 1 b cm, and th,.
control system is built around a two-axis gimbal system developed tot tne Advanc,'d ;atil
System (AGS) program. Sensors mounted on the gimbal plate and also at the far end ot th -- -
boom are connected to a microprocessor containing the control logic. Th. 1tructure is ver-
tical with both the upper suspension and the base supported on air hearir, s. Tests will be
conducted to investigate robust controller designs with structural frequencies within thi
control bandwidth.

" -

Figure 26. Boom control experiment

Flight experiments

* ~~As mentioned earlier, validation of technology through ground and flight test pro- - .-

grams may be essential to the acceptance and application of new technology products. The. - -

*structures and controls community has acknowledged through NASA and DoD workshops that
uncertainties with large structure ground tests will be too great and the results can-
not be relied on. Although we expect future ground testing techniques and facilities to

* be advanced considerably there will still exist a serious deficiency to validate control
and structure technology in one "g" with equivalent full scale models. Therefore, flight

* technology experiments will eventually be required to demonstrate and validate technology
for control of large flexible structures. Detinition and design for such experiments has;

- been underway for the past year with a focus on two types ot flight experiments, MlAST and
a large antenna, which have control/structure experiment objectives. .AST is a Shuttle-

Fattached multi-flight experimental research program conducted in the laburatory of space
MAST is a multi-discipline effort in structures/structural dynamics and controls emplo--n.-
boom type structures with configurational alternatives as shown in igure 27. With ti"
addition of distributed actuators and sensors and a flight controls computer, evaluati-n
of multivariable control techniques can be initiated using the baseline cantilev rd m -.t.
With the addition ot structural appendages with solecten characteristics, the cloiies
spaced modal frequencies and complex coupled motions required for the LSS reeaic. pcnroi i
can be produced. These phenomena model configurdtions will he sensigned tc achirove tii, -ill

* range of characteristics necessary for a broad flight experiment program in LSS control)-
and dynamics. The first flight of MAST is being considered for 1gi87-1988.
-n Another technology progam under consideration with a possible flight test in the lh . .
time period involves a large deployable antenna in the 50 to 100 m range which also My 1.t

--1

flown as a Shuttle-atta hed experiment. A need exists for such a fliqht experiments as " -0
*of the many uncertainties with large antennas. These uncertainties result mainly' from tt

efact that the size will incrwase 5 to 10 over current systems and major i ets cannot
resolved in ground tests and simulations. Realistic performanc- testingj Jis not in>1.
1 "q" and analysis with uncertainties cannot substitute for rstin. A principal ohtle "
for the large space antenna flight experiment will to demonstratite aond vatidt spc.
for the design, test, and operation of lare space systems with tynsi.
interaction.
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CONFIGURATIONAL ALTERATIONS

e STRUCTURAL APPENDAGES '

6 DISTRIBUTED ACTUATORS SENSORS

0 FLIGHT CONTROL COMPUTER

EXTENDED RESEARCH CAPABILITY "

* CLOSELY SPACED MODAL FREQUENCIES

* MODES WITH COMPLEX COUPLED MOTION I
* MULTI-VARIABLE CONTROL

* ON-LINE SYSTEMS IDENTIFICATIONI

Figure 27. MAST baseline expansion 0

Control system definition

For the large antenna flight experiment the control system definition will involve
the tasks shown in Figure 28. It is important that the experiment objective and approach
address the high priority issues shown. It is likewise crucially important that results
from the experiment correlate with the data from the ground test program. Although the
technology program described with a large antenna flight experiment is not expected to
enable technology for all large space systems it is felt that this experiment is necessary
to add to the validation of the majority of technologies associated with control/structure
interaction.

CONTROL EXPERIMENT OBJECTIVES AND APPROACH .

DISTRIBUTED CONTROL

SYSTEM ID

ADAPTIVE/MODULAR CONTROL

STRUCTURAL DESIGN CRITERIA

GROUND TEST DATA CORRELATION

EXPERIMENT MOUNTING TRADES - S
RIGID

HINGES

GIMBAL MOUNTS

EXPERIMENT TESI SEQJENCES AND TIMELINE

GROUND TEST PROGRAM

PRELIMINARY CONTROL EXPERIMENT FLIGHT ASSEMBLY (EFA) CONFIGURATION

Figu-e 28. Control system definition

CONCLUSIONS

0 Future missions in space will require controlling spacecraft which are both large and
flexible. The limited inherent damping and the uncertain and changing dynamic character-
istics of many of these vehicles, such as manned space stations and large antennas, will
revolutionize spacecraft control requirements. For applications requiring high system
performance, control synthesis techniques must address model spillover and be robust and
sometimes adaptive. Initial on-orbit testing will be used to more accurately model the
dynamics of a new large space structure, so that its control law can he fine tuned to
enhance system performance and to ensure stability.

In preparation for the time that such control systems are required, considerable
research and technology development is necessary. A program is in place at NASA for the
development of active control technology to support major initiatives for space station
and advanced spacecraft. Space station is characterized by requirements for evolutionary
and modular growth presenting new challenges in distr ibuted modular control, utilizing
forms of systems identification for multi-state active control. Similar requirements
press the technology needs for spacecraft systems such as large cemmunication satellites
and submillimeter wave astronomy missions. A number ot key control technology needs are
required for these and other future NASA missions together with an integiated control/
structures technology flight experiment to demonstrate and validate technnlogy for larqe.
flexible structures.
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ACOFS Active Control ot Flexible Structur,
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RESUME

L'accroissement continu de la durge de vie des satellites eat ou va hientat devenir critique vis-a-vis du

maintien de ia fiabilitR du syst~me et du risque d'obsolescence de la mission.

Le recours A la redondance des 6quipements pour assurer is fiabilit6 devient une solution die plus en plus '

penalisante compte-tenu en particulier des capacit~s limities des moyens de lancement. N'aUtre part, la

conception classique des satellites ne permet pas d'Cviter l'obsolescence de la mission sur de longues

dur~es de vie.

Pour rem~dier A ces problC~mes, deux m~thodes possibles compi~mentaires sont pr~senties

-L'utilisation de l'lntelligence A bord des satellites, pcrmettant par une meilleure gestion die la

configuration et des sous-ayst~mes de is plate-forme, d'assurer un haut niveso de disponibilittl au

* satellite.

-L'entretien en orbite, permettant de r~ajuster p ,riodiquement la flabiliti et l'autonnmie de la plate-

forme et atitorisant 6galement l'&ventuel 6change de is charge utile. Cette solution fait appel A des

techniques nouvelles le rendez-vous, l'assemblage et la robotique spatiale.

*12.1 -INTRODUCTION

* La dur~e de vie oplrationnelle des satellites actuellement en orbite eat die l'ordre doe 7 A I0 ans pour

lea satellites de t~l~communicat ions et de 3 A 5 ans pour ceux situ~s en orbite basso. Si certaines

*missions s'accommodent assez bien de cette limitation, voire generent elles-memes des exigences infe- A

rieures, une grande partie b~n~ficieralent d'une plate-forme do dur~e die vie accrue, tant d'un point die

*vue service que d'un point de vue economique ce pourrait tre le cas do missions de t&IlIcommunications,

doe navigation ou d'observation.

De fait, l'analyse de la durde do vie specifit5,e des satellites de tclecommnuoications montre que celle-ci,

qul 6tait de l ordre de I A 3 ans au tl~hut des annes 60, eat passee success ivement 1 ", in1s, puis 7 ins

(NATO 111, INTELSAT TV, . .. ) . Actuellemept, los satellites do piouvelle geniration sont consusi Pour des

dur6es de vie de 7 a 10 ans (INTEI.SAT 6).

Toittefois , I 'accrolssement de 1 at dur~p do vie deis ,;ite 1 I tes o11 des p1 ates-formes li n .sPas sapsco Pt rc-

partie ; a insi par exempl e t ine milgmentnt ion coiri'lat ivo d le ur masse n(l i ri sque de se heurter .11ix

capac it~ls des I anceurs , 1 'lt 1ifsa-t ion d iqiIpemenlt s compatibles aver cot to duie li vc ie, I ' i;ilranco dlun

certain niveau do f inbil i t et (I,(Ioqr I i hcii I i t. pelld-lllt t oute ccette durt , .

12.2 -CAUSES DE. iMITA"IhiN

Concevoir line p1 ate-forme po...ir 1111 rIH~l a ( ri'V 1" Vi(', P cs Ilevl' r (haiqie 5 l-~tm (11,1,11c

ensemble d 'iqufpemeiits pl~lir ette o-x jiven. i05 Pe ci lli ((lke I 10 1 >155 1511 ' -

limitation die In dirto tie ic (,it I r o- ' ptv do~ It 11111 lc ]'a 1 d~.~l.-0 ~t I ite

pre-vue.



A uts i ,c in q tvpes de I in] t.it ion, petivent 3t r e cos itlires

-L ' puisemetit des rossources non reot"'ieI;Ib Ies eot ;I PPaUVr iSSelmot LOinCerne VS-'etIt iier ti 1, t

(propulsion et contr~le d'attitide) , mia i peut -ventuiel lemtott toucher , nu~si lo 11s r ilfii :1n t. tt

'po isement d 'ergo I est one cause de dt~giadat ion dc term in isr tor petit et ro pred it enl tit iI i sait tiltl Iroi Ie

de consommation, si bien que li mas-se d 'ergol s n-cesli rk pour une dtrtoe do vie donn,-e petit ette

ovalucoe avec une bonne precision. Toutefois, le prohlt'rro devient pills cri t iqii si des oprijt ion;

couteuses en ergo Is ot non prevues; dovi nnent noiesaoi te.s a r el les pou tttion t (t tUtire itill ipj t

vriqsement pre-mature till satell ite eon ergnls.

- .a decroissance des performances !ii svst,,em : cet te dc ro issan rts od lnmne iutr ud

tiogradations de performances de sous-systLmes, Pt pout tre d~termiitiste o)t statistique. Cette cause dOu

limitation affecte pri'icipalement les panneaux s.31aires, les batteries, los nptiquos, les assemblages

mecaniques. les radiaiteurs thermiques. Cola conduit a dimensionner Lotis qioet pneu

solaires) en fonction des spt~cifications en fin do vie, co qui pout restilter en un surdimonsionnement

en dibut de vie. Dlauttes Cquipements peuvent pr~seniter des limitations; iitrinslu-es de done do vie du

fait de lout conception on leur technologie et deviennont alors critiques.

-Des pannes du svst~me, qoi sont essentiellement a1~atoires et peuvent intorvenir dansniptoql

* sous-svsteme. Ces pannes peovent tre d~finitives, o conduire 5 one ddgradation de Ia imission, it ne

* pas affecter la mission mais rkiluire la fiabilit6 du syst~me.

-L'erreut humaine ou une conception inad~quate de certains 6ldments. ..-

-L'obsolescence de Ia mission, qui est essentiellement relative a la charge utile.

Parmi ces causes de limitation, la degradation des performances et certaines dotaillancos does Al'usure

pourrajent tre pridictibles et donc influencer le dimensionnemont des iquipements (panneati solaire) o

la contigoration et Ilutilisation de sous-svstgmes (schema de redondance, plago de fonctionnement). Les

pannes alt-atoires, quant A elles, peuvent tre repr~sentees par une courbe de fiahilit6 qui doitne la

probabilitA de bon fonctionnement du systome en fin do vie. L~e schdma do rodondance des t quipements sets

conclu pour optimiser cette probabilite.

L'apparition et 1'6volution des tgradstions ou des detaillances des t6quipements dipendent du choix tde la

technologie, mais elies sent 6galement tavoriades par l'environnement dans 'eque) se trouvo le atl

lite :par exemple, les niveaux do radiations auxquels sont soumis los t6quipemonts (cellulos solsires,

reve tements thermiques, et. o les cemposants sont tin facteur important do degraldation et varient%

suivant is position orbitale du satellite (altitude, inclinaison) ;do me pour los cycles theriniqtieq o

lea ertrbaion dierss. ~le sot 
t

galement liios aux conditions d'utilisation opi~rationnello ties

6quipements (temp~rature, cycles do fonctionnement,..

L'accroissement do is durge de vie d'un satellite conduit naturelletont pour oito tocinologie donn~e, I tin

accroissement do sa masse, voire de son volume, essent iell1ement -I cause do 1l'augmontat ion indu ite

d'ergols et d'Ciquipements redondants. Or, une conception barmonicuse Suppose tine repartition optimalo

entrm le nombre di6quipements en rodondanco or la masse disponible d'ergols, do telle sorte quo It6pui-

sement des ergols ot ! 'apparition de pbt~nomt-nes; d t:;iure on tie dt~gradation dii svstt~mo coincident aVoc ],'a

I imite do durtde do vie spt~cifide. line durde do vie spjcif i(e devral t t~itu correspoiidro A oine riari o

op~imale des masses du satellite, cetto r~partitlnn 6tant ello-mdme funiction deo It61tat tie I 'art do Ia

technologle ; or certe nipart it ton n ost j amais 1lire, no sets it-co quo parce quo li masSe totalo it

satelit os liitte pa lo caacies ii anceur. Cctte, iimitation, (lte au lancetir, poorrait toutofois

tre surmnnt~e par I ut i I sat ion do techniques tie rendez-vous et assembl age en orb ito qtii porrmet trai out

d' impIanter des satellites o plIares-forties, do masse wtt voluime sii-(ll A tes pell irmatcest Iu lancotir.

La soothe do ftnishi It6 eat i'gal ement tin parame tro ittportant pout li conceptiton idi sateolIito car ole he
influence Ia done de vilo predictible. Cotto, (lote do vitoest fuinct ior do ha fiabil I i t( iccoptalblo onl fill

de tie, si bien quo ]a sotitheotilt &tre aiutttee *t li ittt do vie retttiqe.

- 12.3 -SOLUITIONS IKNVISAGEABIF5

Chaqile P lt ment a dnn a dunr e do vie propro ot petit do-'eti ritiittl 1-tisditetinttio hit

diure do vi, d, i atl lire, qtivant ic u'ot doe 1', ote.e

-A



Plusietirs solutions sent alors envisageables pour v rvritdier (voir fig. 1).

* . lne solut ion c lass ique est 1' auto-maintenance. V lie consiste ;i redonder es t quipement s (il I s to1w--

t ions) crit iques af in de d iminuer les r isques doe patine du systome (,i d 'accroltre I dut to- de vie doie

I'ensemble redonde au-dela des dates d'apparition possible des phi'Tom~nes d usure de I ' iltilpement enll

fonct ionnement . l.util isation de Ilc quipement redondant est tine solution pour compenser la dt fti I Iance

d 'un 6quipement nominal et ainsi continuer la mission ;cependant, los degradtions VpetILVett apparattre

t;galement sur des 6quipements en attente, si bien (100 leur durde do vie, quoique supt-rieire - celle de

* l1'quipement en fonctionnement, pourrttit atre elle-m~me otto limitation It Ia durL' doe vie dui ,atellIite. De-

* plus, cette solution conduit Ai on accroissemont doe lat masse du satellite.

Une autro solution consiste a ameIiorer la techologie des 6quipements critiques ell utttiliser doe nou-

velles technologies dans le but de diminuor lour taux de difai 1lance ,u d 'augmenter leur titr~e de vie

*s'ils sent sojets A digradation et osure, oit tvent!Lellement di'amcliorer lour rondement afin do diminiter

leur masse au lancement di performance .Sgale. C'est le cas par exempie des batteries NiH21 dont on espi"re

* one dur~e do vie meilleore quo celle des batteries NiCd.

Toutefois, les ameliorations technologiques et les nouvolles technologies petivent avoir t(galoment iettrs @
propres l imi tat ions ;aussi, one autre solution pout cons ister Ai dtvelopper 1l'intellIigonco doe bord do

satellite poor optimiser la gestion des sous-syst~mes, pour amdlioirer los conditions d'utilisation or doe

fonctionnement des 6quipements critiques (gestion des batteries et do loot contr~ie thormique par exem-

ple) . Les avantages et los possibilit~s do cette solution sent ddcrits dans le chapitre soivant . Cette

solution pormot d'am~liorer la cottrbe do fiabilit& do svstemo ou do retarder l'apparitlon do ddgradations

00 d'autres causes de limitation doe durde do vie do systclme.

Loentrotien enl orbite do satellite est tine solution intiressante car elle permet d'effectoer p~riodi-

quoment, dans tine cortaine limite, one remise ai niveao do satellite ;ainsi, pourrait-on citanger los *2

S qtipements critiques S ione date pr~dictible en fonction do la technologie employ~e ;ainst pourrait-on

intervonir enl orbito dans certains cas do pannes 00 poutr amener des ergols suppl
6
mentaires. Toutefois,

cola sutppose ttne conception adapt6e do satellite et l'utilisation do v~hicttles spi~ifiqoes. Les avantages

* . et inc .nvidnients tio cette solution sont pr6sent~s dans le chapitre 5.]
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1-1.4.1 -R6le de l'intelligence Lmbargue

* Le r~le de I intelligence de hard dans 1 'accroisseent de ki drure de Vie . satelli tes peut ot re

*multiple et s'exercer au niveau svstome aussi Mien qu'au niveau sorls-svsteme ou iquipernont enr pirt i-

*culier, les domaines suivants peuvent bineticier de Il'ntilisatlan de ]'intelligence emhsrqnr-e

-Am~lioration de la fiabilit6 intrins~que de chaque fonction par I 'utilisatioi de technologies digitales

* et de m~thodes de contr~le par micro-calculateurs. Un seul calenlateur petit gurer pisieur> boiicles de

* controle en parallele, ce qui conduit it une simplification de l'clectronique de decision et ai uric-

r~duction du taux de panne global car los niveaux d' intdgrat ion et de fIirbi ItC des r.I cro-calcu I tours

sont nettement superieurs Ai ceux de l'electronique conventionnelle.

-Gestion plus fine des 616ments consommahies canine les batteries on los ergols. La mise on oeuvre de

* manicre automatique 4 bord de mod~les de gestion sopliistiqu~s permet d'optimiser en temrps rr~el la

gestion des consommables en foniction des bosomns effectlfs du service requis. De plus, il est possible.

* d'introduire la notion de provision (de charge on do couples perturhateurs par exemple) dans cos

mod~les de gestion optimale.

-Amelioration de la disponibilit6 du service ottert. Seul un haut nivean d'intelligence embarqu3Oe pont

- limiter les consiiquences d'une panne d'un equipement et rdgdn rer les fonctions nominales du satellite--

* dans un d~lai suffisarement court.

* Il1 reste toutetois, comme condition prealable A l'emploi de micro- Iectronique en orbite pendant do

longues annges, que la technologie s~lectionnee doit prt~senter une bonne resistance 4 l'environnement

- spatial. Ainsi, la technologie TTL est natureltement capable d'une durc~o de vie en orbite d'une dizaine

* d'annles alors que seules certaines technologies CMOS sont susceptibles de convenir, gen~ralement grace a

- des traitements appropri~s.

- 12.4.2 - Applications potentielles de 1 intelligence esibargude

L'utilisation de l'intelligence embarqu~e pour g~rer le5 sous-svstcmes permot d'optimiser les conditions -

de fonctionnement des diff~3rents quipements et, par ce biais, a une action h~n6fique sur la dur~e do

* vie.

12.4.2.1 - Sous-systlme doe g~n~ration et distribution d'&nergie 
6
lectrigue

Pour chacune des trois fonctions principales du sous-syst~me, a savoir production et stockage d'6nergie -

et adaptation a la charge. l'utilisation d'intelligence embarqu~e conduit a une amelioration des condi-

tions d'utilisation des i 16ments critiques.

-La gen, ration de puissance oat souvent effectu e an moyen de panneaux do cellules solaires qui prrTsen-

* tent n point de rendement maximum ddpendant des conditions thermiques et du vieillissemeait. 11 est

* possible de maintenir le point de fonctinnement an voisinage do l'optmmum en faisant varier en perma-

neoce Ia charge de la batterie en sens inverse de la consommation du satellite, line telle houcle de

contrle necessite la puissance et la souplesse d 'un micro-calculateur, et elle optimrise simultan~ment

Le rendemient des grnerateurs solaires et Ia charge de la hatterie. Le gain en dur6e de vie utile des

panneaux solaires est d'autant plus important que le profil de consoimnation de la mission est variable.

Dans son Principe, tine telle boucle do cootrole oat 6galement valahie porr tin gdn4drateur isotopiqne.

-Pour limiter le vieillissement do la batterie, les operations do charge et decharge et los cyCle,

d'entretien doiseot respecter des procedures tr~rs pr~cises qni, en pratique, iio peirvent Atre pleinomcir

misos en oeuvre sans un micro-calIculIateur emharqu6. En et tet , I a gost ion do I a charge do I a hat t 01.4C

doit tre couplde avec l'optimisation dur point de fonctionnement dles gondratours soloiros at Ilos

variations de consommation 6
lectrique du satellite et doit tenir compto deco previsions do con~zorv,-.rt repn

mayen torme Iquelques r
6
voLut ions, par exemple).

lDe pins, ce mod~le do gest ion dolt intC-grer la not ion do temps do rrponso i ine roqrr~te so I. I I ippi it

* e clairement qire 1 opt imisation der, rendements dur systvme do g~n~rat ion d~o pu is.saiit Suppo, e 1.r pr ise air

*comp te s imu It an6e do nombreux pa ranrLt res, aIIa n t d u p I s s implIe, c omme Ia torirpe-ra triire ha t to0r Ie, ds C,-

notions complexes de philosophie apvratlonooi le. I~e r(ro deo I'Inte~l Iigence de herd doviont alors cviclerrt

et occess.ire.



1.4.2. 2 Sous-svs t~me de cont '< Ic therni que

La temperature movenne do fonct jonneillnt est tin facteur important dans le en Icul des tailsx de painne !'u

idquipement I1ec tronique oni mtcan ique, et la f iabiIitv resul tante sera d ant att ineill on rv que I a tm po-

rature sera modirie.

Le pilotage par logic jel bord perniet d 'expli Ttor ati masimum les s,.stomes act i; dov cont r 1 o de temp-rt-6

ture surtout lorsque 1 *intelliglence de bord at la facu 1ti de prevofIr 1 ivolIUt ion du; hi an dos chtF e

thermiques. ['amplitude des r~gimes transitoiros et les erreurs de trainago sont alnoli tro's nettoment

r~duites, et. en consequence, le 'stres tllermique" des iquipements bord l'est ~avot

11 faut noter que la provision die li6volution des temperatures necesslte

*- tin mode le dynamique simpi t ie des interact ions rad iat ives ent re le satellIi te et 1lonsemhle oespice-

* soloil-torro.

* Utn mod&Ie dvnamiqjue des 6ctianges calorifiques interiles. La prdciaion do predict ion a quiolques lieures de

*l'ordre do + 5'C devrait suffire pour maintenir les temp~ratures dans los plages spicifi~es a' + 10"T.

Si Pon admet une pdriode do rodage en d~but do mission, la valeur oxacte des coetficients de couplage

* pout dtre recal~e par le sol en foniction des r~sultats des premi~res orbitos. 11 est possible aussi de

prendre en compto ]a digradation au cours du temps des rev~tements thermiquoc par une remise jt air

periodique d'un jou do constantes.

-La corr~lation ontre le plan d'op~ration stocke bord ot la variation affdrente des dissipation,

thormiques, en particulier los p~riodes d'utilisation do ls charge utile et des operations de charge-

d~charge do ]a battorie doivont dtre pri~dites.

Certains equipomonts peuvont ni cossiter une ri~gulation thermique fine, ri~alisie par une boucle do

contr~ie spi~cifique, distincte du systi~mo giniral.

La pri~cision d'une boucle thormique par logiciel. d6pond essentiellement du nombre de capteursiactuateurs

et do ia fri~quonce do r~p~tition. Les techniques logirielles impliquies sont donc surtout do nature base

do donni~es.

12.4.2.3 - Sous-systime contrF~le d'attitudo et d'orbite

Ce sous-syst~me utilise traditionnoilemont un nivoau i6levCS d'inteiligonco ornbarquee pour assurer lsa

majoure partie do sos fonictions. L'accroissement do Ia duriio do vie do co sous-systi~mo passe essentie:-

lemont par

-une gostion parcimoniouse des ergois,

-le report do is miso hors service difinitivo des captours d'attitude qui sont sujets atu vicillissement,

-tine meilloure adaptation des lois do contr~le 3 liwuolution des performances des couples parasites.

Dants los satellites modornos, los ergois consommables no sont utilisis quo dans los modes transitoiros

tdesaturatlon des roues, circularisation d'orbite, etc ... ), le mode normal emplovant gdniralomont des

~nergies renouvelahles commo le moment cinctique ou la pression solaire.

ILe r~le de l intelligence de hord est alors

- v 'ivtoer Li manoeuv re, quand cos t poss iblIe. C'est I e cas s i Ilut il1isat ion do I intel Ii gence do bard 0
et do limiter lo.s consequences d'une panne, en partictilior di vitor le passag (direct en mode

urvie qui g~niralement oat fortement consommateur d'ergols,

det retarder I a manoeuvre -tit moven (I 'tine prt'd i ct I on do I a va lour et du sells des coupl es perturbittCurs kt

on no cor I geant quo ]1! dsL-r ice o torme. Ccci nicoss; to quo, (1e par I]a concept ion (It ; vtmc,,

'aimpl itude des pirtirbations pi riodiqites n'indttlse pas d'o'-retirs prohibitivos, -

lioptimiser le rendement dot clisque impulsion en contr~lant finement sa lure ot a date d'appl itt iton.

I fr frmat ion d- I lyric par l es ditect eurs (I't t i ttite est Winc raIoen t brt i ti'e, d 'nnitant pIlus, quo
4%

1t ectotur v ie ilI lit (bru it therm inue cro issan t des d' to ctirs; i nftra-roigo. b ru it de rot Iloments, de, go;;.1'

f~tetc .... 1Ii'ti Is1 at ion de qvat -m de I i I t rigo,' wic r-proceqseu r. permet duc raloi re 1.1 b'inlo do

br i t -,t do prolonger Is tiuri e d~e v i, ef fec t it losde dtecteurs. Leos f i I t ros4 ntIciie, IKi ltr, pati

-exempi ol pormettent de pondrer lift-romrnot et de siait ro cth.o.1 lte tvpc (I" i-tectotirti d'inech'ltv

de cntr~Io, o, qjui permet de, rF -tililr,-ies, er fin do 'I. tte oI mtltI t ost tcii It '"t It



caract~risr ique's tie chaque -iaipenietnt , tic d'iti liser It- tt-hriu .'- C

Les methodes de cont role adipt tti f pc rilet t;lilt d pt IIi iisr cli tW p2l It v F.

de contr3ie. Elies ot-cessit'nt i't-taHiss4-rn.Cnr (tt nle, i d-s I<-m,,j- ;-lUIl.'

tonect t'nnemen t estt fit litd maiii'-r? l iiiiser I 'trrtlr Iinlti.

12.4.-'.4 - Sous-svsr-tt' gcst ionl tide ul, i

La tacite cliss-1ipic d1' CI 2,ttt5-1'-~t-2Ilc.VI t I-nrc!r I g-ti - Tu I e.- v .1

satellIite or . centre det 'iitrit-e .111 -I, t!t-ipl-uI 2 .lt 1it t2. 2-I ..

contrr Ie tlt3 - i-F- t st. Dit i. tit !e n 2 i nt 1 i2 Trt t -'Ii*,V t A I I - 2 - - t

e I 1i 
2  

-. r7 tl I t t I It t 1"T I - I j22

~~~~ tt tur itv ft' titiitcvr-rltt fun tili -,er i~e

'....I V Ut' F It str'. it t'fl plislt'itcslI tiflt enie a n '':
5

otp usIlr

-i . r e deVtt. l i nitiltre it1 imi ter I a prttpagat ton des plillies etlt rec tI

1- 1 t . :- t t r Ft -' ilit,-c line funt ion indcpendante tie eel le d tester. L a

1 . '1i-21- l! -' p-ci cst deI i 2 riirt tic ii1 Moitic de la durve IaiLIviiI' d'inilsp.-ni-.-

- I r l* i- .I -I ~ t I i, p iqulelleltt qull que]iC se(t-ndesl.

t. I'-- -U, I t j il -u si ni t ien t itt er qIic Ii a IIste enl est 11 is rt-du ite. (ci sli9[ Fe -I.

Il gFal <. I It'- t-UI t-- il '-iI-cr p)us tfinls. - oroltait in nsimbre r'-citit de foniit ions.

e t pr 'tt's-t r, t' il l! i -t it!'i, lne 1,221Cr 1112 h -fal i I te inccesalite i-ertines precaut ionsl q ison -ttt

icpe't ets- tst 11I't Fi~s lnll ' I Id i st' t t e olltr des tcaIcul a t ettrs de sotis-s vst mes. Iifatt a Itirs

r est tIier i cet tc l- t121S(t lull tI t2'tte,,to l.tii cot rnt -m 101tat iltlmltgsne et ctlmptlthie tvel ceitti de tuuis

les ;tttres slus-sv~t-mes.

let(- I inipi i qie I

-I a saaivel~trti edes p rtgrantmes pat r ]illtpIi icat t'on datns line Iiiestoi re de sttcours , ,Ii pr ior i non vtlIlat li1eZ

I Ia saulveglarde p-r iodlIqiie dui contexte, impl iquant I a ddf in It ion des piints tde repr ise com~pat ill 1e ive? le-

* aystcme gt~n~ral.

L~a pirlode entre deux points de reprise dl~pend de I 'appli cat ion ctonsldestI Irais pi'trrai t etrc tie I 'ordre

d'une dizalne de secondes.

Apr~s une reconf iguratiton rt~uss Ic, Ie svsreme est gdneral enent pr~r 4i F raIter ;ttomat lqtemcnr tolite alt re

* panne survenant dana 1P'n quelconque des sotta-svst-imes it I 'except ion de coluIi venant d %rFe reconi igttrI, -0
car il nWest pas certain qta'tne configturation complote de sertiirs pitisse etre lit-termmnte -I turd lftci-

lenient.

Cependant , pour on grand nombre de missions, on petit cons iiirer comme ii,-v igeahic I a prohahilit( d'avomir v

dans le ni~me soita-systi'me, deux panoies sticcess ives, c 'est--t-d ire st~par'ces par tin1 dt-l ai tel qie le sol nii -

pas eu le temps ti' analys-er I a premi 5 re panne et de modi I ir Itus cons I gnvcs de c'nl i gini-t i o.



*v u- I.. .... . ......

.4-Cosquences sur 1' orgonisat o uaaieLr

I nt roduct ton d 'intell1igence A' Lord pour opt imiser le fone t lotueient die cliaque I1 cmtat et g, rer le-

vtmecomplet , condutit a ident if ier des toches nouvel lea, 0 report ir entre le segment aol, le syst'n'c

herd et lea sous-avatcimes bi0rd.

Ie sstt mte Lord rogreupe lea tUches commuines Ai plusieura SOUS-avatemes et go i sent del ekguues'- A Lord par

Ile aoI. I I exste teuitetois oin scull au-deli duquel l exc~a die d~ljgotion aUgmen'te la cemplexiti- dui

svztcme Lord et onnule lesaovantages apportes par I ' iittel ligence embargude du point dce vue duree de vie.

Ce acoil. ddpei'd de [a mission et do type de t~che conaiddrde. Par exemple, l'estimation de la position

orbitale peoit mettre en oeuvre uin avateme de senseurs sophiatiquda ou Lien se limiter a un simple mrodule

temperel des dclipaea et die la rotation du anleil (auffisant pour lea Leseina des soua-systd-mes titermi-0

* gues et ginerat ion de puissance).

*Lea soos-svatcmes tie herd t roxail lent A part ir des directives du avatdme Lord, qui fournit aussi lea

*dunnea et lea ressources communes, et optimise leor travail en fenctien die critdres qui leor sent

*propres. Choque suwsvteme oti seus-esml Loprt ine entit6 die gestion gui rdgle lea problS-e

locaux et ne soumet au ayat~me Lord gue ceox gui sent itisolubles au niveau soos-avate'me.0

Lea contralntes die conception, telles gu'ellcs rdsultent des analyses ci-dessos, sent lea soivantes

-LIe nombre ddld6ments en redondance eat 6leve, lea cross-strapping aont nembreux at lea redondances

triples ou quadruples nie sent pas rores. De plus, ces redondances deivent pouvoir atre g6rdea par des

calculateurs die Lord.

En consigoence. i1 eat primordial de ddfinir des meyena et rdgles de geatien avstdmotigoes des redon-

dances tact au niveao du matdriel (interfaces de donndea, d'alimentatien, etc ... ) gue do logiciel de

maintenance (signal isat ion des pannes , proc~dure de sauvegarde et restitution des centextes , Lose de

Ionnndes, misc A iour perma.-nente die la configuration). L'&tahllasement d'cxigenccs de teataf~hilit6d peot

facti I i r,-r 11a local isar ion detiecwes.

-l'otilisation extensive du logiciel n'est effectivement Ldnifique pour la duride de vie que si le taux

die d~fallIllnce eat trds Las. Cecti impose des mdthodes rigooreuses die production die logiciel, la r~uti- -

lisation de prodoits ddj5 validda et La limitation de Ia taoute do chaque legiciel goitre A fractionner

on logiciel jug6 trep volumineux et difficilement contr~lable. Malgre rea pricautiens, une erreur die..--

* conception peuit se revdler aprds le lancemett. La reprogrammation en vol devient uine exigence fonda-

mentale.

* -- 1I fout distinguer deux types d'intelligence de Lord :lo premie-re eat spcialiade, comme par exemple

on compresseur de denudes ou ur i 1i tre numS-rique ;la seconde eat charg~e die la gest ton des interfaces

des modes de fonct icenement et des redondances. Cea deux composantes sent gindral emeut associes mais

la premiere se rencontre soirtout au niveau iquipeinent ou sous-systcme, al era que Ia ecconde relive plus

du syatt me en general.S

-Le systdme dolt itre arch itecturi die maui Gre 171 regrouiper en sous;-ensembl es I es fonet ions gui sent

fortement coopli-es, limitant ains"i Ia complexit6 des interf-ices. Aui sei do chaque sous-ensemble, uin--

logiielde gattn ea -cit- deisoudre lea problomes locaux die redondance et limite ainsi la

- propagat ion des, pannes vera I 'ext(ri1 ur.

L<emploi de redondances doit ktre limitS aun strict ni-_ceasaire, i afoi paree qu'elles sent gdndra-

ement difficiles ai realiser, et pat-cc guelles reguit'rent du moteriel suppl~mentoire.

* - Le sotel lite deit ktre vqiiipoS d'on svat'me de prudic tion ties (wnement a fut tis, co~mpost-- essent tel 1 eient

de 2 fonctios dIstinctcs

one prid Icr Ion de la position orL Irale (poutr leI ;i pp1 teat ions die vest ion die I 6nergice Qt dui cunt r l

**thermig uc uine precIsqIonn tre des te sufIi it,

I a~.I memo r isa t ion et I 'ex6cUt I on di'U.1 plIan (I 'opt rat ions tta i I5 I l As ior et on1,;I t&t p, rodii uomit

par Ic eaol . Ce plan doit Tr-re dujpl iguc A1 Lord pui rev iter de I e perdrc ;, I 'ersion lo'uc putnne.

F.Fit rd ponae ette 1 late de cont ra intes,. I 'ari tteettre prp f fit~r Vise' t foi i 1tLer a; ietL ion lies--

01redondonces et I implaintat Ion die Ilog ic iel A Lord .0
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IDu point de c !I, la gest ion des pannes et (in controle! Lies mode d opt'rat ii. le 55'sttt-t -ot ittoerctlt

bic'ratcltist- .e caltilatetir I od I, (IL i g ,rec les vedotdatices, de ses propres per ipLer iqu, tst en1 redo-.

dance tro id e, er co'es t Ice contr,-leur central LIuIi a I a t -Iclhe de rector igUrer et dec to n!t i i I s er It>

calel lateurs cu en rout i I isant les programtmes dupi iquls et les contextes sauvegardes daos Ia V.,01" re

Ie mas s e. Pa r I ,cool t re *Ie c onitrol ueitr ce nt ralI e st eni r edJoo1d an1C e a Ct ive . Un 1 i ipos i t it! sole , 11o1t redl 1'1!1

-de tecte la panne du calcLIateur en service et ent act ive n aut re , pricalablentcnt st Ie, t loony, pa r 'It-

iCe s c nema s titfi it I as surer title d ispon ih1ili t Ce et uite t t a b ili t sa t is fa isan tes a c ond it ion guti Ic ;,]T tie s

retard In di sposit it de redondance soicot miniisie et qtte Ia majetire partie de 1;i mrmoi retd noose soit

tipendante In calculateoTr centrail.

L'ti lisar ion extensive dU logicijet bit atre supportll par des milthodes eli icaces de val idatmon ti1

possibil1ite be modif ier en vol et pit part ie n 'importe quel Ilogiciel dlIappl.icat ion. Certiiocs part ive

r~pit itives des logicijots sosteme on sons-svstlmes doiveot atre standardisces potir en augmenter L;i outet,

tde fooctionnement.

!12.4.5 - Conclusion et limitations

L'utilisation d'intelligence embarqule apparaTt dent comme n moyeo intiressant pour augmenter :ia cnnl

be vie des satellites.

Tout b'abord an nivean 6quipement, n plus grand nombre be fonictionspner tr canties id?, Io>-

ciels en remplacemeot de composaots mo~caniqnes on de logiques prti-c~hlees.

Frnsnite, an nivean sous-svst~me, l'ntilisation del divers Ilguipemeots pent 9tre conrboontee de stanitre0

plus fine, en ntilisant chaque fonction que lorsque otlcessaire et en la plac;ant en repos le reste In

temps. De maine, l'iotelligeoce embarqude permet Lne oeillenre gestion des jCidments coosommables. Entin,

an nivean systlme, la capacit&dbe pravoir Ilevolution be Il'environnemenr et dn plan dlopd ratin pertitet

- - d'harmoniser an miens la gesrion des consommables et de contr8ler dans Line cerraine mesure Iles condititns

d'environnements (therinique essentiellement) . L' intell1igeacc enibarquac nifre en ontre It possibiilit,- de

reconfigurer antomatiquement en vol des Iquipemeors bifaillants, sans pour antant alourdir sensiblement

le satellite.

Nianmoins, ces avantages soot cootre-balancls par 2 sortes de limitations

- la fiabilit6 intrinseqne des calculateur de bard, principaletent en cc qtii concernes teclinologies

seosibles A l'eovimonemeor spatial et les mndioires semi-coobuctetirs,_

- le coat des svstlmes informatiques embarguls, qui est essentielletet non re'current et concerne surtOvt

les logiciels b'ioterface et be gest ion. La b iit ion doe ces lngic iels, devrait etre stainlardisee de

maniere 4 miens rdpart ir I 'investissent . Un aprimom reste I trouiver entre le niveanl I'eftorr ,,e

validation an sol, la capacitd de reprogramtation eo vol et In lisponibilit6 attendue.

i25- ENTRETIEN EN ItREITE

lentretien de satellites, en orhite est line soluition ittractixe potir assurer le fooctionnement de satit>

* ites on p1 ates-formes privues pour lie 1ongues ott tvs iagites dunrtes do vie ;cola somitle tine soluition

assez soupl e pnistjn' I suif fitC, en coo do bcxi ii t svstlmait iquemient , d ' ovover Ln vt~iicnl e do dlpano c

r*pour remett re a ntiveati Ie satellIite . E n ta i t , cCv tline sa1 it in)I teci~n iquement diff icilo pniqnt'el Ie I ;II t

appe I "I des teclto i ques nonive I I es cowitte I a robot i qtte , I V rendec?-vonus et I 'assembl age , le vll i citl e opt> i -

iipie I'entretien et queul e a be, Impacts importits stir lit ctiception III satellite lui-mtto.

1-5.1 - Intir~t Ie I leotretien en orhite

L' * nrtri do I 'ontret ion en whitre des satel I I tto -'t mit 
1 
tiple cart-, lo in It so I mutter itI rtpa;ttt ion

a a p re ven t ion Ice pantie s. ce t t sl it t ioti peti t Iga le ttt itIlitetteer lat st ritigie d 'it i I isit i 0t> -

satelli4tes. Ain, i, outre Ilerrt ico o'octurmatiui ci ILi rltt Jii, I 'tutuI s ,ttot'1 Ittit 11 ItitII! "iti Y-

-0 n t pdnr eti ravittli I11cr It' otVi I it LL' I s de c 'paver "t t1 ITtgor touit 'It int ti I- .

tharge utIle, voire de partitupr certain' tests, de 1on 'titiro.(ie'lti .i

Ia r-'ducrion de pltisicuirs de, caust' d ilIiritlt It de Itl dir d te.



.1.1 I kav ita i 1 1eent cn ergo I

La masse J'ergois emharqu-e .iu Irocmnt d, pend de tIi drr,h .i c-- : c. I -I, v

diu I~cl ite. R~ciproquemoct , 1,-i d rLi r' CC L! Cr It Il r--:

el le-neme lini t,-.e par les capacites du Iiceurr .1c A i- -- I, 'I. et'

nelle d'un certain nombre die s.Ite] Iit"S ,r 't'-r 111 I I'cl t7

est: d onc interessart d'avoir la posihil it, ' ~ .- ~ I ci

l'utilisation de la place-forme quo putr rot !itt :,I w

c onsommat rices d'ergols. Dans le ccls de -it e:ite, .ir

egalenrent possible d'idapter leot titiept et 1 1! t-

svst~rmatique au bout dripv certain tei7ps . - . . -'t

pourrait kt t dimensionn par uit- pairt i (I

mtission comrplete, ce qui reprJserrt' LII9c i'l

En contre-partie, ravitailler n satel I t

des opctat ions correspondantos, ettt roe AI Itr"

.V tZme de propu ls ion adapt 5 soit ut L i r, i -
- . .

soi ci1adjonction et AI luril isit ion d ut . Iv

Parmi les duftirents modes de ravit~iil lerert - 1v--

ergols depuis le vdhicule d'entretier ii rrq, .' .;

iut inn suppose un concept adaptL doi S*Vit 1'.1' !1' lr T- II-- -.

d q u ipeme n ts ( poipe , suitr- p roes suitln I! rrrt- a itt c -on ) s p. IT I-c - I - -

corisiste A ajoutor des reservoirs an sate)] ite I I I,- 11 1." - ir vi ~ t

e v o le probleme de remp I Is ta,e trai is I ari jII! ti -cc t> re. C I Iv I I - tI I t I t ccs'

di sat ellit t l rIe romplIaceien t de rse r&ri r, .: -I~t Irr IM ri I r 1' 1. p- -it

.. ... cI

% _R I' D H 111

Figure 4 MODES POSSIIILES tDE ILAVITAILLEMENT EN EXUOLS

125.. Entretien et reparation

Lentretien syst~matique du satellite en orbite consiste ai icianger lo, iqnlpements estiirs critique,

c est-ii-dire ceux dont la dur~e de vie est limitative ou inf/tienre aI la diir/e do vie spollirite du

syst~me. Cette possibilit' influence consldetahlement la philosophic de conception du satellite priisqu'on

pourrait dissocier ]a dur~e de vie des 616ments critiques de cel le dui satel lite Ilni-m~me. (Is elements

critiques 1 ourraient ktre dimensionn~s non plus pour la dnrI'e tie Vie inU sVt. ---o eimplet, mals print la

:% pi~riode s'lcoulant entre le tir dui satellite et la visite di vi/hiciile d *entrot ier otit entre doris visites

quccessives du v6hicule d'entretien. Cette p/niode pourtait Etre rrptimis-o ett fonction dur ciroix ties

5 technologies des 6l
6
ments critiques et r6ciproquement.

* flans ces condit ions, la concept ion dui satell ite vi s-a-vi s do sai dree do vie sp/c if i~e prendri en

compte

* - ~La flab iii t des /quipements i echanger pout la drre d'utne p,_r toi, .] nt rotion), CC (1t1i Londuit I d~e,

*exigences momns sevetres stit ces iqnilpeirent,A dies assiuplis-emeirts do I uts crrnd itl1ns d tit i Iisaitionr

0 et A tin gain de masse.

l a fiabil itt' des autres erquipementi stsilt totie la ditoe &vi.' rut ,ite]llitvi.



Parn-i les oquipements qut pout iilnt 1" 71f icier Punl t'!Il1 'it eien: vur, 'OtiS .~

.~es batteries :Ii's batteries N i.3 en orl i to lbasseonit Line ilirte I. I, % f,,'!t, 'it' Iyi-.i tn, i

* . leurs cond it ions t, 'uitI isuit ion (tit dtepenilent dui nmr de bcttterlen 0!, , 1.i 'lte-r jI-.P

duree de vie de 10 -1 15 anis en ortite hasse. Le retniplaceticlt des batteries ni lit -it ''ici quei' i-n>

*serait une solution attractive ent inftuencorait le chix tin type Ies nutei et -'t- >1.11iti11

* d'utilisatien.

-es boitiers t ectroniques.

-Les paquets de gv.rescopes runt la fiabtlitC' se tl'grade en function in ter'ps. ein pitiriuliet .1 tiie !o

1'usure des pal lets pou~r certatns types de garos.

-Les revetements thermiques passi ts (IuLt poutra ient 3tre a jnutCs daurs Ile cas do 1 di-rilit ion t rep inpo r-

tante des caractdr ist i qies thermo-opt i qies des revetement s mut I t icebeltes ijul t taux, nit rernjit cot Is li ls

r adia t e u rs) o rs quis seon t mcn th iruc temenLi ts i r u n "qt ipore i itI tui -n iZme at rermplacer.

- Lea 
6
lements mecaniques tels pirirpes, t[CtUatebrs .. .

- Les panneaux solairos dent le romptacement pnttrrait 6tro envisage- sirivant le cbs de mission, pa r

exentple si les degradar lens subres au cours do I a vie sent t rep iipirt~ilitos Ice gun depend des catrac-

* . ttristiques orbitales), on si l'dchange eu I 'addition d'utno charge utrile oentratino itn acctotsleinent

- important de la dernande en abergie. U tel Ochange aurait essetitiellement Lin impact sttr 1c, volume souts

-. coilfe, la masse au lancement et lea caractiristiques plin:siqnes du satellite on orbire.

Outre l 'entretien avatomat ique, Ia r~parat ion d ' qupemrents di t a ill tn ts peurra it s 'ef fcr ier en orbite,

dana la meaure toutetois niti la panne pent atre ddtectite et local is-'e et oi I '(quipoment a ett' c'.i~u poitr

etre 6chang5.

Parmi lea approches envisageables pour 1' ent ret ten en orbi to des saitol lItes, I tine cons iste 0i chan~ger

l'equipement en cause, ce gui suppose gut'i1. nie pat-icipe pas) au1 ieni'tionneront du -atol lire pendint :Ill

momns toute la dur~e de l'operation.

Une autre apprrele cons iste a a )euter in roiuvel egut poment , re gti i upp ise pie lo sitet 1 ito sit cuipib lo

de prendre eti compte uin 'l, mont addittonnel , tant nit po.int do vile Al imeintat 'i et d istrittit ion '6Ci'

qn'au point de vue caracterlstigues ptivs;iqiies.

12. 5. 1. 3 - ied ii icat ion do Ila charge uitile

I1I portrait kre intt ressant dititilI isor Ie '-lIileIt i'tlittLet eni pour -~hi~r t,)itt' jI-.r! tO kit- 1.

charge ttile , s-,it parce qi'' .'v df~iliI Io,l sIt p 11it t''dif- i ii Cliutuier 'a - oi Wi-it el' -1e--

cant In arime plIi te--re. 'In1, po rmt.t in tro ikit rt'. "L romf r o -V ret tI-jl '- t ),',1 e")' t Im

des ca1us,;es pi'hsIilt I m- i t at i't 'In d e t ditre , Iv ite, .-I 't el Ii t 2'v. leti' i liii 't i 'n '.I I . un

uitile noe petit 'eo tet liei jue 8i 1.i p 
1

tV-t '1 111 or II I !itirge ltri' I allI t1 '7I it' . ' C I o ' rl i i-t'

et -i rnlit io pit' 1,1 ni" -C ie i tilirgc tit -,t'.'it iorpiti 010 .0'II' to- IC .'itv I l !l t p- a I pI Iit

* . forme, -lien pie t~-Ipit---' I tintlitllerrint otrv Ft.-vis 'ntvi !I I~i ii' ii :i:'

dar i 1ns 1o I iite le' 1.1 l L'tll e t i-tn.

- ~ ~ ~ ~ ~ ~ V~ T l.'~~ nu.' it l thou 11I i thi

npa11t 0 1 0" i r tl en o rh-ito stir l a nitrc de v'ie Pt 1i i. l ' t - c l tc -t ti -i

't r II L it t' v' ''t 1i issomet do ces rleuir part rt te e , i, I!i PeorYItl.111Il

-I it . ' '' t ro t t on 
1
) 1Us ti i t aO I Ieenr.

vi'' IX It' I'oMbitier torites lo, inteorl' ei- i'it'' ' itni f io, l(5

it~~~~~ ic '' obI'Oct'enttret ion I yours vi' 1. j-rei'-et ttO'ill

n 7 t I rs I'rgP lI colii'rot en i t ' ave'-- o -A c itiqitos,

t-1, lpIi I tto prT'!, itt' pouir Ie it'"i l1 P-li itht iT1 T"C 1 1 '(2 I1 l

*-l S- i rtiIt ,



sit~li IK tp1  1 1.---

Iv t aillit.

Rav~I il t~ iiII i C

pul~ ~ ~ ~ ~ ~ ~ ~~~1 at91 ion 1ot7 Mfets' pir onba taioae Tt par p 1 I, iotit) are acci iC oitC avoi ic

-~ cn tellrit, Ilit trete aleaabt n vrbhicoi es r-etitrdt cocetioncti offrlir e on inefc s 'cori

eto pler lqeannt nqiemet doronpa rttde-ooacorde pindant a es dn ifle t Jqipmet-systP'ttern lcoivtdc

d'attitude, therrnique. ittergie, gestion des do)nnies, ... doivetit tre compatibles aver les optirlttion-i

O entretien.

-Lesn qolpersent a p--cif i qies lie In ml ssl n i dentret inn (i'qti pets- nt s de renliez-vous et ;IL 'Si ge p1,1r

exemple) iloivent tre teli, qon le satellIite pulase tolt oluts bi~n~ficier de I 'ntretien.

* ~~~~In 'o~lit do-nc plie, par rapport NIOx autttes soltions prolpostel pouri Itiptlenter Toq diirte tit v';i deN it

i Ites, I 'etitrerien en othite at des impacts ittplrtatlts sti la phi losopllil (t' roncopt itt ct d'it il lNt I

* d Ii ate l I iit.

12 FI (Mentt; d In ftast ricITtre associ ts

I eat *v ident line ' entret inn en orb 1te lde sat oil itea ne pon-tai Pt re a-ilit' ' IOti .lin ' -t tilltillc

'rh i ta Ie NIS o It. Le' c1101x des l'lli'e'C0 aI me~t e n oeuvrte pout asature I-,et tn t tet i'l on'll ol i t d 1,-.nd It,

t ,p, d op-tat i,,ni env lsgie,; et , oin paIit I!,, j, do 1-i pr.-:Innce Ott nITn h- I ilinte . It I I, t'o

tI- n'. (Ilen tret In ei n )rhbIt,- potlntt --t re et fect i' ; lie maiI rt' iltitomit 1>10e po I- i nt tm,I it c11 I 'ti,

v.'.-I, I-tle l -nt re t leor pitirvii (t I llpemtl't ilde r-(hlt i w n, 0stile ( bra- T ir i it lt-it I i , cx 6
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i, e dv d '- t i'lt & L de 'i 1; t tyctIt'- til U' ''ct tt lo Inkl.

our O ,hcrl e! o tt Ic c 'O t~I I e .ttj ito (Ot C ~ I~ Itl ct1itit 't.l Icyl toy r,~' 1. ' ~
14 j Ii Po0110 tit s ot t e 'i io' Ct a i rttl I lt t or0 1o ts - tI I'r"'I mi t t i It' ll 1110 lIui I. t ' :litltC t,

st ott itqif.e) ot I1an tlitstt, et oto 1111 jII lo t It o Iilt I 14 tlCoti'l tll It t' C

Laoic'lt pos il do iI dies iout iac masseI, d-'orgoloctb do e oboiI irII losi ton l'io dt iet .- mt

ltde d ctt'Ils do 1ti e nti reitiens o iju cello t e. oti r 0 e t" t I atll l, i te.l I o o -l"'otier tuo- - i tt 1

Cdo l a charge uti Le pormett rait m~me do tfaire CI'1 uet I a mis; iou. Toltofoi,15, cet tt'1t l~llt 114 'Ao 'tint t-

parties puisquo l le impose des rbgles do colnception) alil~t-5u saltellIite et suppose I ,exi stoico d ,uio0

iiif tas t uetu to orb itale assoc tee ot I 'ut Ii isat iontf ldo noult~v los tocho iqfues comic Ie yendez-otut- I ii:-,!,-

hlage. la tohtitiquo.

los deu solotion (snt -M lus oIp lllielltdi es; PliSIIIO I 'outrtt l el 011tibi to cota appol i nto1-

liclence do herd do it clito po'ur alssuter lin cetta in noiliibte do Itlit t ions. Cus dolls tech> nlques; allt t 't 110

r~lo important day-is 'util icut ion 11'u~n srntelIi to .. i'Uue on tc? s I onpue 1T121 e oVie.
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Ii. ROD RC I RIrieu er en Chef - M. VIElsontb aec hrI4 qtj
SODERN I avenue Descartes -944'_, _',:ME. 1 BRVANNI.aS F rrinre

Resume

Les applications spa t ial1e s d u f utuiir n c e 3s t eront t Ie A~velopper I e . v i ri urs
d' t o i1e d e ha ut es pe rfo rma n ces qu i pe rne t tro nt so it die %i f in ir hvec p re'is i n I e:3 refe-
rences d' attitude de plateformes spatiales, s o it J as ne sur er 1 a t t it ude du v iriu I one

* espace. Les performances accessibles t ele s que isa m ag n it ude m axii L A1 c ,Ie -ej t o il --

d~tectables, ls luminance du fond de ciel admissible, !a r~solution anigulaire, q a 20.en0-

ce des mesures d~pendent des caract~ristique3 physiques intrinseques les detecteur3 ot
de leur mode de fonctionnement.

L 'o b jet d e ce t te publication e s t, d'une part , de fourni r les pe rfi,)rnanCeS
accessibles aux v ise ur3 d t o il1e tube dissecteur d 'image e n s ap puya nt si jr lea
&quipements d~velopp~s et r~alis~s pout l'lPS/Spacelab et le satellite EXOSAT, d'autre -

part, d'&valuer leurs avantages et inconvenients compares aux quipements atilis3ant des
d~tecteurs solides a transfert de charge. Lea performances sent analyse en fonction
des propri~t~s propres aux d~tecteurs et d es contraintes techno log iques 1 ees A
l'utilisation de chacun d eux.

PERFORMANCES DES VISEURS D'ETOILE A TUBE DISSECTEUR D'IMAGE'r

Au cours des ann~es 1 977 a 1979, SODERN a d~velopp tine generait n dAe v i3 i rs
d toile de hautes performances pour las besoins de recal ibration de .c lI nstrument Poin-
ting System ( IPS) du Sparelab et pour le contr~le d 'attitude li satell ite scientifique
EXOSAT qui a &t lanc avec succes le 26 mai 1983.

A f in d e te n ir l eas ap&c if ica t io ns dc p r& c i aion d ina lIeas c onrd it ion ri9 enYiv i rn-
aement spatial, le concept SODERN comprend 1 util isa tion d 'un tube,1 diqsec teur I 'i ma j1
(TDI) avec in syst~me de recalibration optique qui permet d'obtenir in excellent ripport
champ/pre ci .ion.

Principe Ae fonctionnement Au viseur d'&toile pour IPS

A.Une optique fo c alIi qe Ile f1,u x provenant d e I t o iIe p pou r s uiv r stur la

photocathode du tube (fig.1

*Las electrons venant Ic e s I rle aclrto

photocathode sont acc~l~r~s ,focalIi sesF
U a d~vi~s par la grille A act elerat Lon TrouGCVI

at un ensemble de trois bobines ce 'i Ptct

pePrmet Ace conjupu' r a simporte 'Jael Prearroftcateir

point de Ia photocatt; de a vee r i t rot ii
piac e n raC Ac d lIa premiero 1jan1
du n multiplicatet~r d ' Ioctrons. 7e4
t rou d f i n t laI dimension AIu '

5 ~imp le Optiue
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Le t Iix le hir' ' ng
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pa r 'in smi t- ir n rinort ri Boine dea Botsinesdei
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Pour chaque pas eleentaire,
le taux de comptage Ni de Ia position
pour on temps diint~gration T est comn-

* pare au taux de comptage N(i - 2) de la
position i - 2. Si Is diff~rence d~pas-
se onr s e ui ui e st fonction d e 1is I-1>

magnitude d e Il t o iIe recherch~e, onp 21>

nouvelle mesare de confirmation Nic-
N ( i- 2)c est effecto~e ;si cette dif-
f~rence d~passe le seuil, l'6toile est M

detectee et le senseur passe automati-
quement en mode poursoite.NO

Poor one probabilit de d - t
tcin (PD) et one probbilit6 de ou

faosse d et ec t ion (PFfl d~termin~es,
le temps J1rmentaire (TE) d'one posi- ETOILE OETECTEE
tion du mode recherche est donn6 par

p2 Nf CharrV de vue

= - (1 + 2 )
N e Ne Wtfd

toi e eust l taux d e comptage12 V

Nf e at le teox de comptage (t

li6 i is lominance do fond de ciel en

cug Figure 2. Principe do mode recherche 0
P eat on coefficient qoi d16-

pend des probabilit~s PFD et PD*

La dur~e to tale d 'un balayege de reche rche co rrespond ao prodo it do nombre to-
tal de pas N par le tempa &16mentaire TN N eat approximativement proportionnel sol
carre du rapport champ de recherche OR sor champ de vue instantan OCVI..

Mode poursuite0

Lorsquoune toile eat d~tect~e, on motif de balsyage qoatre positions (fig.
* - 3a) eat otilise. Un systeme en boocle ferm~e permet d'asservir le motif de belsyage de -

sorte que
N1 - N2 N3 - N4 =0,

ce qoi fait coYncider le centre do motif de balmyage avec 1e cenit re energ~tique d e
Il'image de I toilp. La mesore des coorants qui traversent lea bolines ie d v iation do
tube dissecteur permet de connattre ls position de I image Ae 1 toilp sur la PhotoD-
cathode (coordonn~es bobines).

Charrrde A*

CV'1

F igu re 3a . P rinc ipe do mole? r,, r!

La figore 3b repr~sente Ia r~ponse de la ho~,,?
helayag:Ne eat le taox de comptage toile en c/s 1 v;
distance qnglilaire correspondant Ii la pirtie lin~airp e !,

TauwdecoMtaqpN.N N2

Ne

4 w



ge lai au fonid de ciel, li rosqolui,. A~g~ .y i: ~ V ~ 'Al ~A 1 1i ln nee par

* . !a relation

E A

Syst~me de recalibration ot~i

La precision pocir n Is'

Ad de I e ffe t Iu c ha mp t m Io ' neL or p> 1~ troI' N - I' tlbto dissecteur d image,

-des e ffeta chromnti juoa i le ptj z'

I - e a sat a b i ,t do m n tte nv'-r> -. i- pair rapport aux points de fixation du
v; vseur,

-de Ia stabilit de l' 1ectrn oi ue , or inr 'ip1 am--rt , rnor le courant de focalisation, 1ia
t e n s in d 'a c c 1 ra t ion ule ,a grille et lti coniversion 1d.itale-analogique des convertis-
3eurs fooirnissant lea courants aix bobine, de 1 viation,

-de la non lin~arit6 et de Ia stabilit6 de Ia loi de ci6viation en tonct ion des courants
quv circalent dans lea ooolnes.

Les e ffe ta ch roma tiques pe uveo t ~tre co rrig~s par is d fini tion de 1loptique
et les effets du champ magn~tique alternatif par l'introduction d'un blindage appropri&. -

Pour lea autres effets, il. eat difficile d'atteindre une lin~arit et une sta-
bilit compatibles avec un objectif de 2.104 Pour le rapport champ/pr~cision.

Vest pourquoi le viseur d' toile eat quip d'un syst~me de recalibration op-
t i que q ui pro jette un ensemble de 400 (20 x 20) &toiles de r~f~rence dont lea directions
sont parfaitement coonues et stables par rappport A l'axe optique du viseur qui eat d6-
fini par des miroira d'alignement int~gr~s il'optique du viseur (fig. 4).

Projecteur de d'objet brillant
recabbratm =No

Mrede reference

Entree O --.
proces d I eo(2

-~~~~~9or- ~ ~ ~ ~ ~ ~ (0 20)i~o-I ytm o eairtinotq

0 Ii i -xTrooam l ooeoloForfMec O tmdueaindci
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*,t pri or -di, o ie n ~,irtfLi~iV caci eI5o etaoetli oroii,, )1 ,



Pour un tube ITT F 4012 RP utilis& Aat
sur un diam~tre de photocathode de 14 mm, la
figure 5 montre 1' Acart , en mic rons, ent re IlaQ
position r~elle de 1'Atoile et Is. position me-
sur~e A 1 Acart-type en fonction du nombre
d 6toiles artificielles du syst~me de reeali- a

bration optique.

- .Pour le viseur d'Atoile SED 04 d~ve-
* .loppA pour l' IPS du SPACELAB qui utilise un
* .ensemble de 20 x 20 points de mire de r~f~reni- Q2

ca, le rapport champ/precision a 13 6carts-typa
ressort a 2,5 .104, ce qui ast compatible avac a
1 . lo bj ec t if sp~cifiA d e :2/0,75 arc-sec
9600 (3 (1 ) qui comprand en outre lea effats

matiques et des variations d hm agt i- 116022 e

Figure 5. Pr~cision de recalibration

en fonction du nombre de points de mire

Principales caract~ristiquas at r~sultats axp~rimentaux du viseur d' toile SED 04
divelopp& pour l'Instrument Pointing System du Spacalab

tabeau1.Las principales caract~ristiques du viseur SED 04 sont r~sum~as dens le

Caract~ristiques SED 04

champ de vue carre 2* x 2*

opti::: longueur focale ITT m

photocathode S 2040
champ de vue astanitane 200p~m/160 sac

6lectrique cadence des informations 6 x 17 bit/sac
fr~quence de fonctionnamant
du microprocessaur 16 MHz
m~moire PROM 14 K bytes
m~moire RAM 2 K bytes
puissance (20 A32 V) 21 W

dimensions at masse
t~te optique -longusur 550 mm

-diam~tra 210 mmj
-masse 7,5 k g

bol1tier Alectronique - longusur 245 mm
- largeur 210 mm
- hauteur 160 mm
- masse 4, 5 kg

*Mode Atoila
*magnitude visuella Mv + 2 +
mode d~gradA + 9

*tamp~rature de coulaur 3000 A28000K
.luminance du fond de ciel 8,4 Vlm/n

2 
sr

*Mode I 6toila
*tampa d acquisition maximal 76 s
*poursuite

- bands pasants 2,2 Hz

-angle Aquivalent au bruit 0,5 SeC/V1117

*Mode 2 Atoiles
temps d'acquisition 152 s

- bands passantp ,
- angle Aquivalent au hruit 07 e/vW

Lin~aritA et sthbilitA ( n 'r typs 0s7 3e3 )

Tableau I Pr tric ipa I .s, ca rit r i t ique9 d u v is.eur d t,,i Ic S ')4



Les principaux r su It ats e x p ri men tnux jo nt re ines dans 1,- t 1 i 'hIA
r asuIt a ts aunt repr~sentatifs des mes~ires effeetu~es 3ur les 6 vioeuri 1t 0iI.!3

produits entre 1979 et 1983.

Caract~ristiques 6ED 04

Mode 1 ~t o IIe

taux de cornptage pour magnitude 2800 c/s
visuelle +

taux de comptage pour un fond de 500 c/s
ciel de 8,4 palm/m

2 
sr

*temps I~mentaire d' acquisition 6.10-5 s
*temps d'acquisition maximal 70 s
*angle quivalent au bruit pour 0 ,45 sec' H
one toile %1v =8 et fond de ciel

Mode 2 6toiles
*magnitude visuelle + 8 2" c
*temps d'aoquiaition maximal 15?1 s
*angle quivalent au bruit pour 0 ,7 e c
une toile Mv 8 et fond de ciel

Stabilit
*lin~arit de r~ponse en fonction 0,4, sec-
de is Position dans le champ de
vue, pour 28*C at one temp~rature
couleur

* cart d5~ aux diff~rentes tempera- 0,?3 e P
tures de coulaur dens la gamma
(3000-28000 K)
6 cart dai aux variations de temp&- 0 ,1 seP
ratura dana la gamma (28 - 32'C)
pour la t~te optique,
at dens la gamma (+ 10 + 50C)
pour le boltier 6lectronique
*influence champ magnetique D9, seC
0,4 gauss < 3 Hz

Stabilit& totals (momma quadratique) 0 , 52 s9ec 3 F

Rapport champ/pr~cision sur
chaque axe (a 3 6carts types) 13050)

~ Tableau 2 -R~sultats exp~rimentaux do viseur d'&toile SEll 04

EVALUATION DES AVANTAGES ET INCONVENIENTS COMPARES DES VISEURS D'ETOILE A TUBE
DISSECTEUR D'IMACE ET A DETECTEUR S0010K DiE TYPE CCD

Les principsox param~tres qui caract~risent lea performances d on viseurd
toils sont

lai r solution angulaire aqoivalente nu bruit poor I toile is moms. brillrante en, fo n
tion de is cadence des mesures,

lai dur~e d'acqoisition poor 1'itoile ls momns brillante,

leI rapport chnmp/pr~cision.

1,'vslustion comparative pour ces pnram~tres eat faite A partir dotube I q
secteur Vdimage F 4012 RP de ITT syant iine photocathode 3.20) at d'un detecteur solile,

* S1D 52501 de HCA.

R~solution siigoiaire ;.quivalpnte sou bruit

Pour on d issectelir dI image , In rs o I t i on i n u F ire q u i v Ien t nu b)r u it [BA)
eat dionnee par

no W ea t aIS lis tnnce s si r,, crraiprint u 1s pr t. 11n oi r, le ws b'i' le, rr-
su ite en socnnd e I' a rc,



et (S)2= Ne T oa T eat la dur~e unitaire 1 une bouc le de puirsui te -r 9n 0fi

B Nf Ne le taux de comptage toile,

N, Nf le taux de comptage di forA le ciel

Pour un champ de mesure circulaire C, exprim en degr~s, (in nombre d' ouverti-0
IWre optique N, on diam~tre utile de photocathode de 14 mm, unc banle spectrale ie mesure

correspondant une photocathode S .20, une distance angijimire W de 40pjm, un chimp deP vie
instantan& de '75jim, une luminance de fond de ciel Lf en candela/n

2 
et mIe toile donit la

temp~rature de couleur est de 6000 K, In resolutioni anguliire &1 uivalente qu bruit en
* . seconde d'arc est donn~e par la relation

ID .1,9.10-7 C4 N2 2, 5 1 mv 11 5,.1- Cd Lf- 2,51mvi0

Pour un d~tecteur solide Je type CCD exploit en mol poursulite sir one zone
1&mentaire carr~e de 3 x 3 pixels et itilisant une tache image circulaire ayant un dia-

m~tre de deux pixels, In r 3olution angulaire .quivaqlente mu lriiit (RA) est lonn~e par

(RA)
2  

= (dimension angulaire d'un pi xel),
2

CCD(:)

o Is dimension du pixel est exprimee en seondie Idare.

En n~gligeant le bruit le lec ture du CCI, 1, rap)p)rt signal/bruit est Aonna
par

ou T Pest Ila d u ree Vint~gration 1 mentairp
prise identique Ia dur~e d' une boucle

l men ta ire de pou rsu ite po ur le tube d is-
(32 NeT sec teur

BN obs N f Naee s t le signal &toile en lectrons/s

N, Ne Nobs eat le courant d'obscurit en
6lec trons/s

Nf eat le signal da au fond de ciel sur un
pixel en lectrons/3.

Pour un T-hamp de mesure carre, de d iagonale Co exprim~pe en degr~s, an nombre
h'ouverture optique No, un pixel carr de 30jim de c5t , inc bande spectrale Ia mesure fie
0,65pim 0,9um, ine toila dont In temp~rature de couleur est Ia 6000 K, ' ne luminane
he fond de ciel Lf en candela/a

2
, in cnurant Vobscurit Nobs =12000 . 2 " /7, 1 &tant la

temp~rature de fonctionnamant do CCD, la r~snlution angulaira quivglente a" bruit es t
donn~e par Ia relation

(RA) 2  
.0,29.lo-

7
Co

4
No

2 
2,51mv 1 6 , 5.1,0 -

3
Co Lf2,hm v 4 .10o- 5.? O/7.Co2 N 2 2 , 5 1 mv 1

CC T

R~solution angulaire compar~e pour un fond de ciel nul Lf 0

2
CCD

Le rapport N est lonne par

I IT

N o 2; . 0

Cans la gamme le magn itude P v ioje I aP qI nit 1e Mv I Mv 13, on pe i ppr,)-
o hePr Ia relation chm-magn it ude Pr 1)- pin relation

M v = 1), 1 4,1 lo g ou (7 Pcot le ,hnrip o ir-i 1ai1r- on I derec

assuR3 11re Iaq pre's-noc nu mo i ri nc e to iIc -i n , I 'htmp 1 - v u, Cni I3.iI1 1 j- it I
rieon t at i .n dhans I a vou t e Ileo t'o.

a cn'siparainon p, ir le 2, cte ,, on t. n) 2'' i 3'a,- r 11r I 1r.e .

e.uivil-n tf 9 fin I- reaipocter I f r,,It ti in i, im pm',i ti i. I .. 'h m 'ar' r v' 'V
du I' t-,,t-i r .3 )11i1e 1h)i t t r P f i v1 1 t 'I t o ' ri-i ' ' :.i~ in 1 rt r-

1' 'haslps .! t s ont 1')n" 1 n 'an r,, .. 5



A1tin de rester dans un dosnaine de detinit ion d'o,,t iqut roal iiSL pour des
e namps de vue al lant ae 20a 120 , on fait i nypotnese qoe 10 chidit et 1 ' oUVket rCe :301t,

lies par la relation

C.N constante 1 4

Le rapport - est pris gal 1,4 afin de tenir compte du fait qoe dans sonl
N

p rin i pe le tube Idissec te ur hn'est que pau a ffec t& pa r une d fo rma t ion de In tac he image
Aans l.e champ. Daris ces conditions, le rapport R devient

4

En fonction du champ de mesure, R devient

R 0,74 11 0,79.10-2.2 "/7.2,51 10,2 -4,1 iogcl

T ea rasesu de courbes pr (RArCC
aente en figure 6 explicita 1l volu- 50 T--0
tion dou rapport Hen fonc t ion Iduo0
champ i~e vue at d~e la temp~rature dea0
fonctionnement du CCD. 11 montre (joe X0 I
pour obtenir des r~solutions ango-
laires comparables pour lea deux ty- 4
pea de d~tecteurs, il eat imp~ratif 10 0

darefroidir le CC a one temp~ratu- C"
re inf~rieure - 20*C ef qua cette5
contrainta d e refroidissaeant east 4
d'autant moms3 s~v~re que le champ 3-
de vu e d u visaur augmente. N a n - 2
momns, d~s qua la temp~rature de
fonctionnement du CCD d~passe - 20*C
lea r~aolutions angulairas poor lea
deux types d~e d~tecteurs ne sont 0

plus comparablas car le rapport R 0 0 - -.~
c ro I tres vita avac ls temperature. tmea~

Figure 6. R~solution angul1a i re compar~ es .u s
v isaeu rs C CD a t T DI a n f on c t ion dou c ha mp Iae

vue at dae is t em p r atu r e dou CD

R~solotjon angolaira compar~e poor on fond d~e ciel fort

Afin de d~coupler lea parametras, on suppose ici qua le CCD eat refroidi a ne
%* temp~rature de - 40*C afin da n~gligar l'influanca du coorant .1obscurita.-

.5 La rapport R s' crit

N =0,7.-6,5.l0-3 Co2 Lf 2 ,51mv 6,5 2 ,

1 5,5.10-3 C2 Lf 2,51mv 5

On paut en conclure qua pour des luminrko2s le fond de ciel fo~ri.-'s, I x- .

types da d~tecteur soant equivalents.

Dor -e d 'acqUisition

Pour lea dpax types da detec teurs, Is prpmi re phiise o1 pi i i i i -i 2 '1

t te ct iofn des9 pos it ions dnns 1P champ do vue pou r IP qo e I i 3 leinr.V 1(0 t
tn in 3elli I li I~pend ie ia magitl nttenie doIf e'toile. )n n s ct t'jo. 1.

tio n, po ur 9 ssire r I ue lo s p ro bahili tes le Eiu 9!e le t e ct in Pp ou 'Fi
u un.= certaina v aIeu r ) e t de no n Iat, - t i ( on 1 Pp sin 9 l 1-:1 1 I / r-..I r'I ;,

cr t ai n va Ie uir) on t c -om pst i b R avo le7, !hooinp de i i on , V" ' ..

p, ir I a co nd i t i n

_______ P d~pendant dto PFD et PNI
b ri u t

% i a q iI.i 3i t inn p, ,i r le C pe rs ~r' .0 f r ir i r ' r ''.(.P 1 '

t a 1 r.

P"I r I- t Teba ., Iis t iir I i mag t- -r I r'(;p, p;) r s r . 1 i. 1'

bI rr A 11 oi x I ,t j ri.



Si Oc est Ile d iam t re du ohamp 1, vie to taI e t Ic 11 i am t re 1a c h am doe
vue instantane pour le tube dissecteur

TacquisitionIDT= *Telemeritaire

TcquisitionCCD 7e"lementaire

IlI faut cependant remarqusr que pour ia majorito des applications de haiutes
precisions le domains de recherche peut tre limits car l'orientation grossi~re dana In --

voate c~leste est conrie et peut donc &tre utilis~e afin de limiter su strict necessaire
le nombra de pas de r~cherche pour un viseur a dissecteur d'image.

Rapport champ-pr~cision

Les r~sultats th~oriques et exp~rimentaux montrent qo'en utilisait un projec-
teur d'&toiles artificielles de 400 points Sur In photocathode d'un tube dissecteur d'i-
nags, is rapport champ/pr~cision qui en results eat d'environ 2,5.104. L'utilisati~n du
syst~me de recalibration optiqus permet de s'affrsnchir des variations de Is r~partitionS
d* nergie dana la tache image en fonction de is position dana le ch~imp '-t des variations

r ~ de la dimension de ls tache image produite par one d~focalisatiori lii~ so d~placement
axial relatif photocathode-optique. En effet, ces fluctuations sont prises en compte per
Is mesure des &toiles ertificielles de mire car dans on domaine de champ d~limit par un
carr de 4 points de mire successifa, lea variations r~siduellea sont n~gligeables. S eu-
le is r~solution angulairs st on psu affect~e car ella d~pend de Is pants de is fonc-
t on de transfert de is boucle de poursuits qui d~pend I1in~airement de Is dimension de
Is tache image.

Le rapport champ/pr~cision de 2,5.104 n'sst pas une limits, en effet ii peut
&tre am~lior6 soit en augmentant le nombre d' toiles ertificielles du syst~me de recali-

* . bration optique. soit en utilisant on algorithme de correction suppl~mentaire prenant en
compte lea distorsions g~om~triques locales Ii~es aux non lin~arit~s das bobines de d&-
viation.

Un objectif de rapport champ/pr~cision de 5.104 a 8.104 eat tout At fait envi-
sageable sur on L-guipement opbrationnel.

Pour on d~tecteur solids, ii eat n~cessaire d'utiliser on processus d'interpo-
lation qoi conduit a distribuer le flux do signal Sur plusisura pixels et A utiliser lea

reponses fourniss par lea pixels individuals afin de osterminer la position gacastrique
de Is teche image en fraction de pixel. Las limitations apport~es par Is non uniformits =

de r~ponse d'un pixel, lea carts de position at de dimension g~om~triqua das pixels,
lea fluctuations de la repartition d' nergia dans Is tache image en fonction de la poai-

* tion dans le champ at de Is composition spectrale du rayonnemant conduisent i one limi-
tation de Is qualit& de l'interpolation de l'ordre de 1/30 me i 1/100 me de pixel en
fonction de In complexit& do traitament at de la calibration (mod~lisation de Is r~ponse
Ioun pixel, m~morisgation de In sansibilite moyanne pour tous lea pixels, corrections des
d~fau ts g~om~t riques par uti lisation d 'une r~gression lin~ai re...) Cec i condui t on
rappirt champ' prec is ion dens Is gamma 7500-30000 Sur ls plan th~orique avec lea COD ac-

LR tenus ls ces performances necessite doune part is rafroidissement do d~tec-
ta-or solids at, dautre part, soit d'utiliser des corrections prenalnt en compte 'es
pa ram t re s phys i 1ie s do itpc teu r ( cou ran t V ob 9curi t at Sens ib iIi t de to us leas pi -
xels) , soi t d 'utilIiser on composant poor lsquil lea carts entre ces param~tres physi-
'loss sont inferieursa 1 S ur Il'ensemble do d~tec tsur. La stabi Iit do posi tionnement
relatif do d~tec-teur solids, et ls son optique asgoci~e eat elleasussi tres critique. En
effet, on d~placement reistif trqnsverse de t 0,5pim correspond A on d~faut dalignement

0.. equivalent de 1/30 me ie pixel qui ne peot ;tre corrig& qua par l'utilisation d'un Sys-0
t~mo is reonlibration optiqae ayant so momns trois &toiles art ficielles. Los variations

,I posit: )nienent axial introduisent dPs variations de Is r~partition d nertie dnnS Is
tache ima ge qui soot d autant plus critiques qua l'optiqus utilis~e est tres ouverte.

Tocptoio u
t 

e~ ces contrAintes d7 e jpa§tition d ne rg i dans 19tnc he image , I

curi t&, sens ib iI it;; ls to is lea piLxel1s ) en v i i 11is sement at soOus con t r i n ts is rayon-
nement an ambian~e spatiae Soot difficilement compatibles avec les besning .1 'n equips- 0
sent op~ration..el ; ceoi conduiit ; penSer que pour on &quipement op~rationnel de Otruc-
toire simple, ore capncit V' interpolation mpillaure qua le 1 /10Ome de pixel, donc on
rapport champ/pr .cision de l'ordre do 2000 a 4000, st one limits rnisonnable.

Pwi r nal ic)rer Is pa ram t ro champ/prrcin ion, il est neoassa iro I ins p'lrt do1-
t i I iser i n iys t ems le rpocaIibhra t ion o pt iqi e, I 'aut re part ds d v ( Io ppe r des m th oden lie
d ;fnOcRaIlja fi oi de 1 tache irngei qui permettenit ds reS tePr, j onsi b Ien au x vanr iaqt inns

olldnn le champ do vue et auix varia t ions de r~pq rt i t inn d nerty, i , Ins 1.9 tnohp poor les
,I;p Ia cemen t3 r I it if9 nx iiux ~p t ique- i tc-t-o14r. 'rI . 1 1t i OT)i i s-n b Ie h ien ad 9p toP

o nsais3ts a u t iIi -ePr uone d fo r Ii -aqtj n I P r-t rv i iie i n~ t Iii i paoir i n t iih i n trns ifi-



c a teur I' image 111i p rMt, a r 1. 1 irs, 1 :t i 
1  

-i r: itt r;i ".

d e re s ud re I es probl~rnes d o repartitiono I ner, *. n* '

porement ie s 1 1' op t ique. . con tra irit oni te c ;r:3 n1. :3
pixels ( 72ei Ileure ;ue I ~)rest-' un parametre pr~pond~r.Arit i 1 . I~ u i ti t rI t i
one 3sol u t i on cons is tant , a t ii1 s r -an A tc t e t r oI e i 1 1. ix m r r r'r
permettre A'ameliorer l a I u Ii te Ac d honoeri~it le I a r apo n .ir n no-
detecteur.

C Ce type d e concept, I~ i Il'uti Liacit ion I' in e t iq ue fih I ma ~nt J 'v-'rIt-,
i n t roduit par d~finition uic AIm in ut io n dAu r p pr S i 6 sina I ' Lruit e n ri ce ai Jt' -
d~velopper des photocathodes ayant u r. renilement q ua n t uoe oet aore scnsihilit umel 1 r e 3

dans Ila b an de 600-900 nm ',p ar e xem pIe , des photocathode,, A sla e t y p. eId
photocathode, une fois d~veiopp~e, pourrait eIIe a us si ~tre i n t tr6e dAIna sIn t ut e
dissecteor V'image.

TJ ne approche d e solution p ou r u n v is e ur i t o iIe d e ha u t - pe rfo rmancePsa
d~tecteur solide CCD conduit ls structure soivante

-d~tec teur s oIi d e, syant one homog~n~it d e r po ns e meilleure que 1 , i11um i n par
larri~re et thermostats vera OC1 (lIapport do gain du tube intensificateur permet de

limiter l'effet do courant d'obscurit6 par ia diminution du temps Vint~grqtion),

- coupiage d~tecteur solide-tube intensificateur,

- o p t optq LIe faiblement ouverte compreniant oin syst~me d e recalibration o pt iqu e t tr o i

dcnt lea performances objectives en environnement spatial seraient aux environs d e
1/50 me de pixel, donc un rapport champ/pr~cision de 10000 20000.
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I AAGE 0 IS SECTji{ TUBE -b A TkrACKERS PEAWkMNAN :E 2 iV D t V~ _ ,NbJ A L~~kpS, -i- _ UA [li,,< D i'u

i i U. BOUCIER, Ing6nieur en Cnet - M. VITE, Responsaole Tecnnilque
0 -SODERN - 1, avenue Descartes - 944D0 LIAEI. dREVNNrS, France

"• 'V: Aost ract

. 0 Future space applications will require developing nlgn perLornance star
mi 0 trackers to provide with either high accurate attitude reference or measurenent tor "

spaceborne platforms. The achievable cnaracteristics sucn as detectaule star naxi nun
magnitude, allowable sky background radiance, angular resolution, time resolution depen.
on detectors intrinsic physical characteristics and internal operation.

The aiin of this paper is, on one hand, to give perfornance characterlstics
wnich can be achieved with image dissector tuoe star trackers oased on equipment nanu-

- factured for IPS/Spacelao and Exosat satellite, on the otner hand, to fnake an assess- -
ment of their advantages and drawoacks witn respect to equipment Dased on solid state
devices of charge transfer type. The analysis of the performances is presenteu versus .|
the intrinsic characteristics of the detectors and the tecnnological constraints related

to their use.

PERFORMANCES OF IMAGE DISSECTOR TUBE STAR TRACKERS 0

During the years 1977 to 1979, SODERN nas developed a nign performance star
trackers generation for the recalioration needs of the Instrument Pointing System (IPS)
of Spacelab and for the attitude contrcl of the EXOSAT scientific satellite whicn nas
oeen launcned with success on May 2b, 1983.

In order to nold the accuracy specifications in space environment conditions,
the SODERN concept uses an image dissector tube (IDT) together with an optical recali- "
oration system which allows to achieve an excellent field/accuracy ratio.

*. . IPS star tracker workinq rinciple

An optical device focuses light coining from the star to be tracked on the tube
photocatnode (fig. 1).

Electrons coining from tne Acceeatim Mesh
photocathode are accelerated, focused
and deflected by an acceleration mesh IFOVhole
and a set of three coils, in such a way

% that any point of the photocathode may. ' -P, Preamplifier

go through a hole facing the first

dynode of an eiectron multiplier. This
hole determines the tracker Instanta-
neous Field of View (IFOV). Optics !

The rate of photons coming ".,_-"
from the star on a selected part of the disector tube

photocathode is easured by a counter
connected to the comparator output.

Concerning the IPS applica- coo 0ons
tion, the dark count rate is lower than
20 counts per second and the counting
rate corresponding to the dimmest star Counter
to be tracked is 2500 counts per
second.

Figure 1. IPS star tracker principle

Search mode

Starting from a point which position can .be set by commands anywnere in the
field of view, the sensor scans the field of view along to a search pattern shown on
figure 2.



" Ni counting rate ot trio 1 i ,n iI,n t
a T integrat ion t i,ne s C0).ydr- j t'
count tng rate N ( 1-2) ot tne 1-2 p,,; -tion. it tne dit[erence Xceeds a qlven - I

threshold in relation witni the searcned N
tar magnitude, a new confirmation
measure Nic-N(i-2)c is undergone ; it
this difference exceeds the tnresnold,
the star is detected and tne sensor YES
automatically starts work1ng in a
tracking mode. NO

For a kPD) probability of

detection and a (PeD) proOability of S
false detection set in advance, the
(T E ) elementary time of a search mode STAR DETECTED
position is given oy

P
2  Nf Field of v',"

-(1+2 -)
Ne Ne Search pattern

where: -
Ne is tne star counting rate "O.

in counts/s

Nf is the counting rate
related to sky background radiance in

, ° counts/s
Figure 2. Search mode _.inciple

is a coefficient depending
on PFD and PD probabilities.

The total duration of a search scanning corresponds to the product of tne
---. total number of N steps by the TE elementary time ; N is approximatively proportional

to the square of the OR search time on OIFOV instantaneous field of view ratio.

TrackinQ mode

When a star is detected, a four-position scanning pattern is used (fig. 3a). A
closed loop system allows to drive the scanning pattern in such a way that

Ni - N2 .N3= -,

that makes the scanning pattern centre coincide with tne image or star energy centre.
Measurement of currents going tnrough the dissector tube deflection coils allows to know .-.
the star image position on the photocatnoue (coils coordinates).

YTelectronics .].

Fgure 3a. TracKing mode principle

Figure 3b shows the tracking loop response followinj a scanninj axis : N, is
the star counting rate in c/s (2500 c/s for Mv = 8) and W is the anjular olistance
corresponding to tne linear part of tne response curve.

Counting rate N-Ni-N2

Ne

:._.':' Nist- N 2.-F

Fig~re 3c,. FracK mnj )(j) re)



If t 1 is tine xea sure dIorat ion ot a sanflin. par t em aCni a' 'q 11L1SI
rate iusv to SKY odck.j round, tile anlj~jiar resolut ionl equi /Oleiit to nbi., Ku SA i.s iv-'<n

IRA) 2  
. 1+ 2--

Ne '14j Ne

-_isrecalibration syst em

Accuracy tor tnis type of configuration depends on

SIaqnret IC f ield effect on image tube ujassector elect ron ical optics,

- Odtics chromatic etfects, -

- staril ity of IDT-opt ics nechanical mounting with regard to trac~er tfixatilon poinit S,

- e lect ron ics st ai Ility . espec ial ly for focus ing current, nesi accelIerat ion volIta jgea md
uigital to analog conversion of converters providing current to deviation coils,

- non-lIi neariLt y and st aoi Iit y of dev iat ion Ilaw in t e rns of cu rre nts c icul Iati1ng i n tile

Ciiroilatic effects may Lcc corrected by optics definition ind effects of alter-
native mtagnetic field by introducing an appropriate shielding.

For otner effects, it is difficult to reacn a linearity and a stsoility
lldtCn1iny a 2.1()4 ooJective for tne accuracy/field ratio.

That is wny inc star tracker is equipped with a recalioration optical sse
wriicn projec:ts a set of 400 (20 x 20) reference stars wnicn directions are perfectly .29-

Krnown and steady witn re2spect to tile tracKer optical axis wnicn is defined oy alijinment --

Tirrors integrated in ril LracKer optics (fig. 4).

Recaliration

Reference pattern .. Reference
pattern points

F (20x 20)

0 0 .. .. P

cube
Sar

Dummy
entranceThree closest
e n t r a c e l r d o i n t s

big ure 4.U ,ia Ir e ca I i E)r !0t io _s ys t n 1in ci1 (I

Lignt fi w comning Lro.3n t; r,-tr -nei ii-ila in usio r, ti V,,iJ
ni-tia interferences with real Stars. Th~w tr uiKr I0 j I i-a ircoe; co )ilIs co ord i -

oate ; if tnc real star tracked and tic 'LI III f ii .r i r rt 1 CiL, il t-,3 wie I C
I r inL nearest to the real zstar. -los 1-r. ,"1 1i 1 1s C 'J n r
t tra n; 1:er law o f coils coordin-ite.; to ,) , ti1 : i I lit 'Ct 1iy I [ lauSiJ

tracKker, refe rence n ir rurs. _Cie JP" i I I I I Ir s i SInin 11t'.;
t S i -s _;tar Al1lows t o deli 1ver j-oeT ,t i, 'i ii, it iS-J it I'l co . Il r 1,11"
s'o-;sr to A ~ lslt 1s rrs)t~ C 1 C A~ 1,1' 0sa ',lbt- .; f r

TI i.1,ni ' ~ t ) -

it' - i . ii's- v i )t i i I ' Ii* ci - cA - cs I

A.

A.5,t. l'I)



For~ a n IVT C~ 40 12 R~ iL~ ce on D-

1 14 .nm piIoot oc atn o de d Iine te r, ti i ure w I

t ion of real strand the posit ion ;Lida ureod 1i
art I t IC Ia I stars ot rule Optilcal recut I wrt i0f) Q4

syst e I)p

Fur tne SED 04 star tracKer dovol -

*pea for tne SPAC::LB8s IPS whichi uses a sot ot Q
20 x zU retirence pattern points, t ne f ielId-
accuracy rat io, at 3 Standard dAeviat ions, I.-
2 ~1 u 4  compatitole witn tie spec Ified2,

*requ 1re iient s of :2 0.7) arc .ec = 960 U ( I
i nc lad I.ng a I Ie t tect s aue to tneranal d r if ts ,
C Iruolat IC distort ions a nd inagnet ic iu 1, m 2I.

v ar 1 at loris. 2 22

F I JuLre e C euI I Lr jt Ion -aC Cir a C:y
acC)c rI nj ~t r r, ints nme r

-lincharacteristics and experimental results of tuie SEDa trra~e eeoe o
sp-acea -Instrum ent PointinjSystem

The main characteristics of the SLU 04 traCKor_ Jre2 SUnmariZed inl Ltsale 1.

* 560 04 Characteristics

square field of view r2* x 2

optics focal length 265 nin
aperture diameter 8u inm

aetector imaye tuoe dissector ITT' 401 2 tRP
photocathode S 20
instantaneous fieild of view 200pn/1oC)0 sec

electric Output date rate 6 x 17 0it/sec
inicroprocessor operation frequency lb MHz
PROM memnory 14 K oytes
RAM memory 2 K bytes
power (20 to 32 V) 21 4

size and mass
optical head - lenqth 5s mmU inn

- d iamete r 210 nm
- mass 7.5 Kg

electronics Dox - Ilength 245 min
- width 210 mm i
- neight 160 im
- mass 4.5 k9

*Star node
* Mv vi7sudal nagnitoce + 2 to + 8
*degraded mode + 9
*coLour tenperature 3000 28000K
*sky nacground radiance 8.4 ptilna)2 sr

*one-star mode
4.ma x1inu1 acgqu is it ion timle 70 s

*trackingj
- bandwidth 2.2 liz
- noise3( k'+iV,aleIt angle_ 0.5 secx.' Hz

I * Iwo-star mnode
a*~ ocgisit ion t. in, 1,D25

* - u~andwidthi11H
- oi e egdivulent an]l-e 0.75 sec, liz

---------- -------------------------- t---------------------------
LI. ,Iiri- juo star ity t I )t ;tain,Ialr 1 viat ion-, 0 7(

1'r~ 1 a 1lan c tri _j c t, ri i t I, tn 1-, 1) 14 ;ar trIacker



- ,e mina experinental results are summarized in taule 2. 're,_oi r, ul t
representat ive or t e neasures carried out on tne six SED 04 Lt ar tracker; caunal act rtad

VL .etween 1979 an 19d3.

SED 04 Characteristics

One-star iode

counting rate for a + 8 visual magnitude 2 800- -C/s--------
rcounting rate tor a 8.4 Wilm/m 2 sr sky back- 500 c/s

g around
n-xmum acquisition time 70 s
noise equivalent angle for a Mv 8 star 0.45 sec/ VHz
and sky background

Two-star mode
+ 8 visual magnitude 2800 c/s
- axinum acquisition time 132 s
noise equivalent angle for a Mv = 8 star 0.7 sec/\/z
and sky Dackground %

StaL) [ [iy

response linearity related to position in 0.45 sec 3 (
tue field of view for 2d°C and one colour
temperature in the (3000-28000 K) range

* deviation aue to uifferent colour tempe- 0.2 sec 3 (U
rature in the (3000-3e0uD K) range

. oeviat ion du to temperature variations 0.1 sec 3 (Y
in tne (28 - 32*C) range for tne
opt ical nead,
and in the (+ 10 50°C) range tor tue
electronic zDox,

• ,agnetlc treld effect 0.1 sec 3 U
0,4 gauss < 3 iiZ

I Total stanility (root sun square) 0.Sz sec 3 (T

Fjell acciracy rjtlo on eacli axis
St iitd I0'isin 1368A0b

- ---- -------- ---- ---- ---- ---- ---- ---- ----- -------------------------

Taile2 - Experi mental results of tue- SED 04 star tracker.

EVA ,UiI[ION o " COMket{ED ADVANTitiGS AND DiowsCKS iF IMAGi sISSECIOE TUBE AND
CCD TYPE SOLID STAEF DtIECTJE STAR Tr'['EKERS

Ih- ciai n parameters cnaracterizing star tracKer per oruancos are

- nil;, egival~de[t angular resolution fOr thu 1IiMMIest .-t.ar in t er-ns t c e.-.le nt s -.
r )Lo,

- acqIL. it ion t 1i1e t r tile dimnest star,

*- ti- 1,11, W7 15 / ritl. )

.c A At 1 v- a ;ssrc--ne I cA .c e -r I A Ii - I ' -, I ( 1j to' ticS

I I' V F4 U I tIp ll, sect )r tal)l- eJal.Hi ) 1 Wlt:)I ... zI '[ , a ' l ,t111 n HI D iici l) o 1
;,,L ii ;tt,- I -t octor.

1, , 117 1~ l r. t ._ a i tz ta r i t _iifl

A-:

0-



1+2
i t'i1 1,1' 1) 1i j I fit'

Fo r a c cir clr - Ii a, c~ Aii 1 1r 1i ' t I0
aperture, a 14 An htct;I<Ji~.ti,. -' -- 117 .;C1 r .nr 0 .'

to a S.20 pliotocjrriode, a 1 i ini.it-it ua:, 7) ,J.I,;mm,'K - a!.',
a Lf Sky uadC~groundr raidiance in .'diir',l c a izf 4it:. , b;u j IoI

-the noise sga,4iva~ent angjaisr roation iii tr 5e! I; L ;'iny

(KA)2 I *1'g.h 7 
10 ,2 5 , 1 itv I+ 15 ( (:Z L 1-

Ior P

For a CCLJ type solid state Aetu2ctor op r -it-d in trac~ing Iiuj oh al 3 X 3
*pixels square elementary area using a circular israj,, -3pot with 2-pixel diAneter, noise,
*equivalent angular resolution (RA) i s givenr oy

RA )2 - angular Jaimenision of one p Ixel)
2

S

where pixel dimension is jiven in arc sec.

Witnout tak in4 into account the CCD' s reauingj noise, s ignal/lnoise2 rit i is
g iven ny

wh ere 'P Is tne elemrentary it-tegrat ion zise cfWos2.n
ident icai to tine t le of anl e 1e'nent ar Y

2 14eT tracking loop for tioe dissector tuoc

Woo LiD 0 e is tne star signal in electrons/s
1+ 9- + 9

Ne Ne NODS is the darK current: in electrons/s

-t is tne signal due to tne SKY oac~g round on
atpixel in electrons/s.

For a square ineasuremnent field, with a Co diagonal given in degrees, a No0
optical aperture niuaner, a 30 pim square pixel, a 0.65 win to 0.9 pmn measurement spectral
oandwidth, a 6000 K( colour temperature star, a LE SKY background radianca in canuela/in2 ,
a NODS 12000). 2 '/7, si eing tne CCD's operating temperature, tne noise e,]uivalent
angular resolution - given oy

(P.A) 2  
. -~17 CO 4 r40 2 , 1 mv 11 + 6,5. 10- 3CO2 L E2,Smv + 4 .10- 2 V'7.oo2, 5 iv

*CCD 'r

Compared angular resolut ion for zero sky oackground level Lt 0

1 RA) 2

The R ratio CC 0 is given 1)y

R 11,5'-) ~ + 4.1ijK321' 7 .c 0
2 fgo)2',51nv

0In the visual nagni-ttude range covering Mv 1 to Mv 8 , tic LinId/nijnitud, 0
relat ion nay h~e approacnied oy

'Iv =10.2 - 4.1 logj C whe(re C is the circular field inii~ee

wo icti na~es an Sure, tnat tnere is at least one-- star in the, C t ic LIj )L viiw whiatever is
te or ientat inm in the cc lot iu~l sphere2.

0 ~~~Comparison tfor these two Iot-ctors is.; t, )"- .1Jadc fir 0+1 iV,'!.)iiai]

orde to respect trio- f i- [i,/sagit d; rfl at ion. Pro, Co/?1- X Co, \/- .;')I in .;It J' ret

s aare t ieli rian to ire equivaLent to tne C imagej, 11isaectotr cir "Al~ I 1 1-1,' an

fieds ire ti an related oy

C~ 7



T.-o It7 77 -%-n -7

In order to keep in A reasiltic optical Jetinition range for fields of vie-w
f roat 2' to 12*, we suppose tile filb and aperture Leing related L0/

C. constant 14

NJ
'rne - ratio is considered equal to 1 .4, so as to taKe into account t-At 10n

N
* .its principle, tole dissector tuoe is very little affected ov an iIiaje spot jistortiun in

- . te field, In tis condition, the R ratio oecoines

2
i< - ,s(1 2.1T 1 + 4. 1 j-5 7 

1 4  22 , 1 I

40

In t.,2r~ns af :neasureinent field, R becomes

0 ,74 11 + 0,78.10- 2 .2 ' 17. 2 , 5 11.2 -41 b0,Jd

Tole curves soown on figure 50 -

6 clear tole evolution of tile R 0
r At io, in terims of field of view and 0
Cc L Is operating temperature. it 20-C
snows t:iat getting angular resolu- 4
t ions casparanle for toe 2 types of
dIetectors requires to cool tile CCD 10-
down to less toani - 2 0 C and that C
to is cooling constraint is all tne 5
less severe as toe tracker field of 4-
vilew increases. Nevertheless, as 3-
soon as tole CCD's operating temipera-
tjire is nore rnan -20'C, angular
Leaafutiwmns toar tne 2 types of
del ectceL a are not comnparaule any I,
noare oecuulse toe k ratio increases 0B

setj qicmuyversus teoiperatare. _________________

-40 -30 -2b -10 0 10 20

temperatkre 0

t'iure6. CojL!1reo _angular resol ut ion of toie
77-0 caa ILIT in termso iedo ve n
CCi0's temperatuare

omiro'd anjIular r-salutiom tar ahiqn sk akg n leel
--------------------------------- -___ -:a-----------

In )rd-tr 'IIepurate parafletors , we suppose tile CCD oeing coolea dlown to-
4., .~ ~ j.. JACK :,urre-nt influence.

i i wr i t-n

1 r. I JA A .. ,' cj an raoiances, toie two types at

t I L.l i,1,1 OS' icl s d 2t C L 10:1 * .

- ~ ~ ~ ~ ~ ~ ~ ~ . ... . .. v M- 1't I n p u ; ) i r(rtlo ~r

I01 I i')1 il- wI 11



Considering 0C as the total field t view diameter a4- .0c., 1 trie instiantundS
. - field of view dianeter of tie dissector tube

2

TacqusitionIr - 2 ". -eentary

TacquisitionCC Telemerary

It nas to be noticed tnat for most of ilgh accuracy applications, toe tracKing
field may be limited because rough orientation in the celestial sphere is Known and thus
may be used in order to linit to nore than necessary the numoer ot searco ing st.ps for
an image dissector tracker.

Field-accuracy ratio

Theoretical and experimental results snow that when using a 40U points artifi-
cial stars projector on an image dissector tube photocathode, the resulting fiela/accu-
racy ratio is around 2.,.l0 4 . Using the optical recalioration system allows to breaK
free irom energy distrioution variations in the image spot with respect to position in -
toe tield and size variations of tne image spot produced by a defocusinj related to
pnotocatnode-optics relative axial shifting. Indeed, these fluctuations are considered
by means of pattern artificial stars measurement because in a reduced field limiteu by d
square of 4 successive pattern points, residual variations nave to oe taKen into
account. Only the angular resolution is a bit affected because it depends on toe trans-
fer function slope of tne tracking loop depending linearly on the image spot size.

Tne 2.5.104 field/accuracy ratio is not a limit, it may be oettered either Iy -
increasing the number ot artificial stars of the optical recalibration system, or by
using an aduitional correction algorithm taKing into account local geometric distortions
related to non-linearity of deviation coils.

A 5.1U 4 to d.10 4 field/accuracy ratio objective is quite foreseeable on opera-
tional equipment

For a solid state detector, the use of an interpolation process is required. .
It leads to dispatcn signal flow on several pixels and to use the responses given by
single pixels in order to determine the geometric position of image spot in pixel frac-
tion. Limitations orougnt by pixel non-uniformity response, pixels position aod geome-
tric size deviations, energy dispatching fluctuations in toe image spot in terms of
position in tne field and radiance spectral composition lead to limit the interpolation
quality of about 1/30tn to 1/100 tn pixel in terms of treatment complexity and callora-
tion (pixel response modelisation, average sensitivity memorization for every pixel,
geonetric defects corrections by using a linear regression...). Tnis leads to a 7 5CC-
30000-range field/accuracy ratio on tne theoretical level witn the existing CCDs.

Reacning these performances requires firstly to cool down tne solid state
'etector and secondly eitner to use corrections taKing into account uetector physical
parameters (dark current and sensitivity of all pixels), or to use a component for wnich
the variations between those physical parameters are lower tnan 1 t tor tie whole detec- - -

tor. Positioning stability relative to toe solid state detector and associated optics is
very critical too. A transversal relative displacement of ± 0.5 pm corresponds to an O
alignment defect equivalent to 1/30tn pixel wnicoi can only be corrected oy using an
optical recalioration system witn at least three artificial stars. Axial positioning
variations introduce energy distrioution variations in toe image spot ; they are toe
ore critical as the optics nas d Low aperture numoer.

* All tnese energy distriout ion constraints in the image spot, of
t nerio-aec,- an ica l conception and calioration parameters evolut ion (dark current,
sensitivity dt all pixels) in ageing and under radiance constraints in space environment
do not easily tit requirements of an operational equipment ; tnis leads to tninK that
for a simple structure operational equipment, tile reasonable linit for interpolation
capacity is better tnan I/10tn pixel, tnus a fiel/accuracy ratio of around 2000 to-
4000.

In order to improve tne field/accuracy parameter, we need on one hand, to use
ai optical recalioration systemn, on tne otner nand, to develop image spot aefocusinI
netnods allowing toe equip,nent not to ne sensitice to variations in toe t ielu oi view -0
ana to energy distrioution variations in toe spot icr d)ptics-uetectdr axial relative
displacemnents. A well adapted - so it seems - solotion consists in using an electronic
Jefocusing induced ay an image intensifier tube allowing in otier respects, to use a Low
aperture optics so as to solve energy distrioution proolers In the image spot wriicnm art,
only related to opt ics. <elat ve sensit ivity noinogene ity constraint or pixels (oett-r.
than I t) remains a leading parameter tor interpolation guality ; a solution consist nq
in using a sollo state jetector i luninatej trom too,2 naCKSIde sna,)ulo al Low to improve

iionogeneity quality of response on tie woole detector.

p -"



rn is type ot Concept, related to tne use Of d low iperture Opt ics, introducea
* aignal/noise reduction and requires to Jevelop photocathoues witn a quantult efficiency

ano a sens it iv ity improved in tue bUU-qU0 nin OanudwidtnI ( for instance, AsGa pootocatiio-
des) ; once developed, this type of photocatnode could be integrated in an iimage dissec-
tor tuoc.

An approach solution for a nigh perforinance CCD solid state detector star0
tracker leads to tne tollowing structure

-solid state detector, witn a response homogeneity better than I t, illuminated from Lh

* backside and therino-controlled around 00 C (profit contrioution of intensifier tune allow-.

- . to limit dark current effect uy reducing integration time),

- solid state detector-intensitier tube coupling, -

- low aperture optics including a 3 artificial stars optical recalinration system,

whih ojctve erfiormances in space env.ironmnent would oe around 1/50th 2 ixe 1, thus a

* * 1000 to 20000 fiefd/acc u acy atio.
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REFERENCES GYROSCOPIQUES POUR
APPLICATIONS SPATIALES

par

J.Resseguier et G.Nlonier 0
SAGEMN
1.P.5 I

95612 (Cergy Pontoise Cedex
France

Dants cette communication on pr~sente d'abord les gyroscopes SAGEM disponibles Pour les applications spatiales
en montrant l'&volution technologique entre:

-~Les gyroscopes flottants
- Les gyroscopes sec accord&s

Dants chaque type, les caracteristiques essentielles sont commentees: 0

Stabilit di long terme
Bruit
Consommation.

On deduit ensuite une etude de redondance th~orique et exp~rimentale destin~e Ai optimiser l'organisation d'Un
syst~nme gyroscopique A senseurs multiples.

Enfin est pr~sente un equipemrent de mesures d'attitudes:

Ji composants Uis
modulaire conqu pour 6quiper un satellite.

*~%

Ix exe ntgrl e ete om uncaio et iiW an i pblcaio casif~e (1135 (tipl nent0
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N SUMMARY

Autonomous spacecraft control and data processing
have recently become realizable due to advanced fault
tolerant techniques coupled with the development of
very high scale integrated circuits. A method of uti-
lizing present integrated circuit componentry with .
future technology insertion has been developed on the
FTSC Program. The FTSC is designed to support a variety -. ,
of spaceborne missions with a 95% probability of surviv-
ing, unattended and without degradation in performance,
for five to seven years. Besides easing the ground
station scheduling requirements, this capacity increases
the overall satellite survivability. '

The purpose of this paper is to present a concept
of achieving the survivability by the utilization of
various fault tolerant techniques. These concepts of
fault tolerance, as well as techn logy insertion, are
also being incorporated in the Mi itary Computer Family -.
Program currently under development at the U.S. Army's
CECOM Facility at Ft. Monmouth, New Jersey, U.S.A.

The Fault-Tolerant Spaceborne Computer (FTSC) is a general-purpose, high-reli-
ability, radiation-hardened digital computer designed to meet the Air Force on-board
computaticnal and survivability requirements of the 1983-1993 time frame. The FTSC
is designed to support a variety of spaceborne missions with a 95% probability of
surviving, unattended and without degradation in performance, for five to seven years.
It is capable of self-reconfiguration and resumption of computation following internal •
element failures, power transients, and radiation events. With these features, the
FTSC provides autonomous spacecraft control via on-board proqrams, as opposed to
present systems which require excessive ground interaction. Besides easing the around
station scheduling requirements, this capability increases the overall satellite
survivability. The basic FTSC characteristics are provided in Table I. As the table
shows, th, FTSC also has outstanding performance characteristics as a comttut(r. This
permits v(-ry accurate attitude control, navigation, and guidance. Since, iV can be
renrogrammed to accommodate changing mission requirements, the FTSC offers a hiath-
deo'rce of on-orbit flexibility and reduces the probability of early of, ,i' n,..

A systm block diagram of the FTSC (Figure 1) shows the compute.r is seoroa,.atted tnt. [
a numbe r of functiortal elements, with each element protectOd by at least or, sa-,. r U r
addition, several of these elements, notably the memtor e:lements and th( adrly , it !.tla
buses, are provided with redundancy at tho sub-,lrment level throuth th( us,' , t ."-" I, I
switch.s. This concept gre-at ly reduc,-s the rotdundant hardware t 1it would it h'-l ,, -.
requIred. The Configuration kontrol nit (which is t he ilt Itilt 1uatdi 'n of t, -' O1' O
has been reduced in complexity by distr ibut ir n o utch of i ts funct ion V t t h, I r, t
High fault-coverage, is assur,-d throui:d , xf. i ,( u . .f (,.din , in -tool - Ott It
mechanisms ave been avoided by, amora oth .i thinis, I ,lin t I ot two 0 hs t i il
critical signals. A short Otsc ptin ich ,,f the funct inil ,,t,-nt s I I ws
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CHARACTERISTICS
" TYPE: GENERAL-PURPOSE. STORED PROGRAM. DIGITAL

COMPUTER
I DATA FORMATS: FIXED POINT:

32-BIT, 2'S COMPLEMENT INTEGER
FLOATING POINT:

24-BIT, 2'S COMPLEMENT MANTISSA
B-BIT, 2'S COMPLEMENT EXPONENT

DOUBLE PRECISION FLOATING POINT:
56-BIT, 2S COMPLEMENT MANTISSA

8-BIT, 2S COMPLEMENT EXPONENT
* INSTRUCTIONS: 112. INCLUDING, INTEGER, FLOATING POINT AND VECTOR
- ADDRESS MODES: REGISTER-REGISTER

IMMEDIATE
UPPER IMMEDIATE
DIRECT
INDIRECT
INDEXED POST-INCREMENT
INDEXED PRE-DECREMENT
INDEXED DIRECT
INDEXED INDIRECT

* CONTROL: CENTRAL MICROPROGRAMMED CONTROL UNIT
- REGISTERS: EIGHT GENERAL-PURPOSE 32-BIT REGISTERS THAT SERVE

AS ACCUMULATORS, INDEX REGISTERS, OR ADDRESS
POINTERS

EIGHT WORKING REGISTERS
- INTERRUPTS: 10 INTERRUPT LEVELS
I MEMORY: UP TO 61K WORDS OF ADDRESSABLE PROGRAM MEMORY
I I/O: 2 HIGH-SPEED DMA CHANNELS

62 LOW-SPEED CHANNELS ON A SERIAL BUS
* SURVIVABILITY: * 95% PROBABILITY OF SURVIVAL FOR 5-YEARS

(UP TO 7-YEARS WITH 6-CPUs)
* NO SINGLE-POINT FAILURES
* RADIATION HARD

• PHYSICAL: * POWER 45 to 60 WATTS DEPENDS UPON
* WEIGHT 50 to 80 LBS MEMORY
* VOLUME 0.8 to 1-5 FT' REQUIREMENTS

Table I N0 Tf The Rp -r"v s a Ra trhf pateref -i-I-F

S- --. 0

Figure 1
FAULT-TOLERANT SPACEBORNE COMPUTER BLOCK DIAGRAM
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CENTRAl. IROCESSIN(; NIT (CPU)

The CPU implements all arithmetic and lofical operation. i-<uirud to process
application and fault recovery programs. There ar, four CPU modules in the FTSC, two of
which are enabled during normal operation. (Note : The FTSC may accomimodate six CPI's for
longer life.) One of the enabled CPUs i6 designated as the active module, the other as
the monitor. Each CPU has the following features: I 6

0 Executes the 112 instructions as defined in Table IV. These
instructions are performed on 32-bit data words and include integer,
floating point, and logical operations.

0 Nine addressing modes:

- Register-Register - Indexed, Post-Increment I S
- Immediate - Indexed, Pre-Decrement
- Upper Immediate - Indexed
- Direct - Indexed, Indirect
- Indirect

a Microprogrammed using an internal read-only memory (ROM)

* Eight program addressable 32-bit general purpose registers, plus an I 0
extension register, a program counter, status registers, a merory
address register, a memory data register, and four working registers.

0 Capable of recognizing and processing ten internal levels of interrupts.

* Incorporates a bus arbiter to resolve bus access conflicts among the
CPU, SIU and DMA.

0 Capable of operating in either of two modes: active or monitor. The
active CPU provides all information and control to the system; the
monitor CPU compares the outputs from the active CPU with those it would
have generated if it were the active CPU and reports any discrepancy to
the Configuration Control Unit (CCU).

* A 2K x 32-bit reconfiguration read-only memory (ROM) which contains the
reconfiguration program. This program is initiated in response to a I S
fault interrupt.

CONFIGURATION CONTROL UNIT (CCU)

The CCU has the capability to interrupt the CPU whenever a fault is detected and
)to provide sufficient status information to ensure a successful reconfiguration. There
are three CCU modules in the ETSC which operate in a triple-modular-redundant (TMR)
configuration. Each CCU performs the following functions: 0" -- 04

* Causes the fault recovery program to be initiated by issuing a fault
int(,rrupt to the CPU whenever a failure is detected by one or more of
the fault de tection monitors. (Tho fault interrupt is not issued if the
specific failure detected has been previously masked under program
control

0 Changes the CPU, address bus, and/or data bus configurations whenever I -
a failure !ndicates that such a change is necessary to effect a successful
r e cov e ry .

* Accepts program flag inputs from the CPU. The functions performed by-
these flaas Include maskino certain t*); es of faults for testing and for
causing the CPU, address bus, or data bus states to be chanocd.

MMOPY M()[)!. (MM,

-i'he main memory in the FTS" is; coJt> , C of a number of inderpendcnt seml-con-
luc-;r me mory mod 'es each with a :'o: ocit y of 409)6 words. The desigIn permits cx1 anso.

l_- 24 mim ry modules, 15 of which (ii b, act 1'', !ir,_,ctly addressab] ,m( ry 61 ,440 W, ).
ihe remaining memory modules r, .c r"'ry od .rovhs:-

* Random acc s; 'st , it, in j ta

* A wrd s z f 41 bLt , i I , i 8 ac t iv .

1, 1t . IL, 31 -ii it t i 1 i ' t~

0 1h,' c:aqabi I i t , , [ct t t , :, : -1, l~t lmn,: ,-' :"s .r , " " "

* h l I i t i' 1 t, , . t l it I t

f tu l,

4F ,1 V ,F
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0 The ability to individually write-protect each memory subblock under
program control. (Each memory module is divided into four subblocks
of 1024 contiguous locations each.) Any attempt to store into a write-
protected area leaves the information in that address unchanged and
causes a fault.

0 The capability of detecting multiple bit errors using the 6-bit code in S
each word. The memory can also correct single bit errors when put in the
error correcting mode under program control.

0 Activation or deactivation under program control. (Following activation,
a memory module does not respond to read or write operations until so
directed under program control.)

SERIAL DATA BUS "

The serial data bus subsystem allows up to 62 external interfaces to the
system. The serial bus is controlled by the Serial Interface Unit (SIU) and is connected
to the peripherals through dual-redundant Device Interface Units (DIU) . The bus is a uni-
directional, daisy-chain system with dual-redundant serial links between each contiguous
pair of DIUs along the bus.

SERIAL LNTJ']'iAC UNIT (SIU) S

The FTSC contains two SIP' modules connected in a dual-redundant configuration.
Only one SIU is active at a time; it can be deactivated and the other activated under pro-
gram control when a failure is detected. Each SIU module has the following capabilitiies:

0 Transfer blocks of words between the serial bus and main memory using .-
a direct-memory-access capability.

0 Sequentially access any numter of locations in a program specified block
(module) of memory. It fetches a word from each address, transmits the

word over the serial bus, and stores the returned (possibly modified) word
back into the memory location from which it was fetched.

* Synchronize the initiation of a block transfer with the real-time interrupt
(RTI). (In the Immediate Mode, the block transfer is initiated with the
next transmitted word.) A new block transfer cannot be initiated if the .
SIP is already in the process of transmitting a block.

* (enerate two levels of interrupts: an end-of-block interrupt signalling
the completion of the current block transfer, and a high-priority inter-
rupt indicating peripheral initiated interrupts or a failure condition.

DEVICE INTERFACE UNIT (DIU)

Low speed us,,r devices are connected to the serial bus through dual-redundant
pairs of DP's. Both DlI1s in each pair are powered at all times by the peripheral in which
they are. located. Each DIIP has the following characteristics.

0 Transmit or receive status (command) information or data in accordance
wit). t h -P CODE field of only those received words containing its unique
pin .o ramed addre ss. I ~-.S

* Followinq a peripheral-initiated interrput, the module modifies the first
available serial bus word to indicate an interrupt to the SIU (unless a
h i 1or i r irIty 1t.-in ! . _: t i s already indicated in the word). The DlP re ats
the interrupt ..ry third re.al-time interrupt (RTI) until it is acknowledged.

DIRECT MEMOPY ACCESS __(DMA)

TII,.. DMA r r, ,!, a hi-th sT), , d Ira l I int(.r fat- to th t I'TSC. There- are two,
lual-relundant Laoire ,t DMA module..; in the TSC. lily one DMA of th. -aii is :ictivated,
whl-, the other acts as a n'rn,:-erat in,: or standlby st- r . Eith r call b,- alctivate.d or d,-
activated under proqram contr(,l. I-ic)h DMA module is c.1iable of th,_ foll win,:

0 Transferrin,; bl:ocks- -' irfrmat I,-n, without CI lnt ,-vi's t ion, irct ly
from any act I.v-' Otimov' :-- l, e t') th, 'c' Ia i Ir m thie her .;' 1
to memory.

0 Pass,'s on commands s, nt Ly tlb, "i" t- cc lnt r,) th, 1 1 h1- 1..

* c;,n(erat,,. two le(v-,1: !I ,. !- u: !,: In t T - f-i- ,- - I r t all I
the coa t, let ion of the t r,,nt 1I 1 t-k iin tI, t;- i ,1 ; a 111," I:1t, 1 1 t

ind cat In,; a <eri-heral- it at ,111 ti nu; I ,I l: a ur, C l It 1, .

*.. .
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TIMING UNIT (TI-)

The Timing Unit consists of two poweredl Timin.: Modules in a dual-redundant
configuration. One module is active, while the (ther serves as a standby spare. Each
Timing Module has the following features:

When active, it generates a system clock at a frequency of 2.5 MHz.

When active, it generates a real-time interrupt (RTI) every 4.4032 ms.
Capability is provided to decrease this period by a factor of 2 or to
increase it by a factor of 2 or 4.

0 Provides dual status signals to other FTSC modules to indicate its

active/standby state.

0 Contains dual monitors to check its system clock and internal real-time
interrupt outputs. If an out-of-tolerance condition is detected, the
defective Timing Module enters the standby state and the other Timinq
Module takes over the active role.

POWER UNIT (PU)

The Power Unit consists of two Power Modules connected in a dual-redundant
configuration. One module is active while the other serves as a standby spare. Each
Power Module conver's the primary power input to the internal levels required. Each '
Power Module has the following capabilities:

0 When active it provides the internal voltages required by the FTSC.

0 Provides dual status signals to the other FTSC modules to indicate its." -
active/standby state.

* Contains dual monitors to examine its output voltage levels. If an out-
of-tolerance condition is detected, the defective Power Module enters the
standby state and the other Power Module takes over the active role.

CIRCUMVENTION UNIT (CU)

The Circumvention Unit is designed to protect the FTSC during radiation events
and power interruptions by clamping all memory, DMA, and SIU modules. There are three
Circumvention Modules in the FTSC operating in a triple-module-redundant (TMR) config-
uration. Each Circumvention Module has the following characteristics:

0 Can accept inputs from distributed radiation detectors.

0 Monitors for the status signals indicating out-of-tolerance power conditions.

* During the period following detection of radiation or power out-of-tolerance
conditions, generates clamp signals which inhibit all I/O and prevent memory
contents from being changed.

HARDENED TIME (HT)

The Hardened Timer k-eps track of real time durinoi radiati)n events, power
module failures, timing module i.Alures, and reconfiguration. The re are three Hardened
Timer Modules in the FTSC operating in a triple-modular-redundant (TMR) conftiuratlon. .- -

Each Hardened Timer Module is capable of the followini::

0 Being activated upon the occurrence of a radiation .vent a :cw_,r failure, .

i m i : *,tilure , o r the ttr:ct , t . : - ,.: '. . . . . ..

0 Accumulating the number of real -t ime int, rruetts (4o:' c.c -yur urn :
the time in which the timer is active.

0 P,_,adinq and resetting; the accumulat,.d t im . ,:r ;-.t

0 Accumulatin: elapsed timt.

iNSqI Ie P .' I)N [' P}MA 1' "[ '

, ' ', Instruction ,(rmat 1; , . '. .

I es )n, ,)t th, -I ml; t 1:,n0 I ral- t r os . , s t, F S-! ,'.4 ,A! 
.  

, I , :-i I
The PA fil s,.o fies ,1 n" 'e h, si f, t , i t r, , i _r :I.
ahiress index, 4 _eranh or d, stin ittn . 'M 1
be used in de',inini the effectiv_, ad,;i- ii , 1 1c , . l , T

operation of each address mode and' thl cal-uIt irct . ,t
a .nd 1[12) have been def ined -o (1, nt ify th., , i f, In-nc, 'A- T.
structions. For fetch-ty',2 instructi'n i 1in, wn.t , t} - 'it , 1 1

modified, the content of rb will I' I '.
the ea for modes 1-7 and the addiess s: cI' I ' ,

'° "'" OP ( O)1 RBl R,% !,%j .%lI)R[SS

0 1, I I D 12 It Il If, 1I
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OF CODE 0 6 Operation code
RB 7-9 Specifies one of 8 opprand/

destination registers
RA 10-12 Specifies one of 8 indlex!

operand/ destination registers
AM 13-15 Specifies address mode
ADDRESS 1 6-31 Specifies operand or address

ADDRESS MODES
OP Instruc 0

Address CODE tion Operand
Mode MS8 Description Type Rules*

0 0 Register- Fetch DP1IQ (r, ea)
Register 0P2 = (r.)

1 0 Immediate Fetch OP I = sign extended
a =Cea)

OP2 = I Q
1 1 Upper- Fetch DPi = a x 216 =(ea)UImme *diate 0P2 = CrQ
2 0 Direct Fetch ONi = We= (ea)

OP2 = IrQ

3 0 Inditect Fetch OP1 =CIa))C=tea)
0 P2 = (r.)

4 0 Indexed, Fetch DON = (a + (r.)) = Cea)
Post- OP2 =IQ
increment (r*--r, + 1

5 0 Indexed, Fetch (rQ-.- CrQ -I
Pre- OP I = (a + C(Q) I= Cea)
decrement 0P2 = IQ~

6 0 Indexed Fetch OPi = Ca + CrQ) = (ea)
0P2 = IQ~

7 0 Indexed, Fetch OPi = 1(a+ IQCC=Cea)
Indirect 0P2 = Ir Q

0 1 Register- Store r.= ea
Register

2 1 Direct Store ae ee
3 1 Indirect Store CWC=ea
4 1 Cndexed, Store a + CrQ = ea

Post- CrI-Q- IQ, + 1
increment

5 1 Indexed, Store CQrC.) - 1
Pre- a + IQC ea
decrement

6 1 Indexed Store a + Cr,C = a
7 1 Indexed. Store (a + (Q)C =a

Indirect
'/rte co',rexr of X

Table 11 @

DATA FORMATS

The logical data, int(,Iqir data, floating-point data, immediate data, l 'r
immediate data, double-procision flrc),it Inoi-cint dat a and proltrar t (at uc-- ' it I:(( r
this Figure.

Immediate Data (IM) t0 15 16 31

extended sign number

16 and is extrndt'd by irrrit i' iist iiwt ion: t,, thc ii 16 hits Cc0 10 of th - .

brc fore the2 vaclue I-, used in t hu cn'c cct at in,. I mdki I t ncur- rs may 1 us(.c] a,- I jI ca I

I r rmn d Iat- nata I M) -

t th- :-" cut t Ic.l - I c r r- ct, dma ti n U7-b) FSM i-a- 1 , 1' 1c; 1 1~ 1i 1, 1 1 1tII
mtdat,].



Double-Precision Float in I-P In L Data (D11)

High-Order Word Low-Order Word

0 23 24 31 0 3

mantssa exponent low-order mantissa

- . ~The high-order word of louble-precision floatinq-acint ru&2At-saasa .

complement normalized, fractional mantissa and an 8-Lit 2 Is casle~nt'xrair-t......
order word is a 32-bit continuation of the hiqh-order mantissa.

Logical Data (L)

o01

data

* All bits are treated identically

Integer Data-(I

o 31

number

Integers are reprusented in a 32-bit, 2's complement form

Floatin~ffoint Data_(i)

- . 0 2 1 24 1

mantisa enn

* Float ing-point numbers have 24-bit, 2'z complement, normalized fractional
mantissa and an 8-bit, 2's cumtp1enent exponents.

A~-)- flai;t Ier irersn'd vanalzero mantissa and an 80 (hex)

6 1 N OSlO'I. §1, N S ET

The FTSC has a compr hunsive and flexible instruction set which contains Lath
1 nt'- er and float inI -! aint comp~utational instruct ions.-

the inst r . an alonrithms, and the c-,ntral -;rnrcessinca unit hardware, are
5 

d("-
~,iin:sr> rex-ide 'max- a- ..xecution sj"( se' 'r aI e: TI ater which has very law a-I ae<ec-

t rteal rawer ea~nsauti ri-

Amnit-h. inst rai,,' !<n ir<, the ra ~rert- many that Substantially r -ducs
IteP. t i-no a 'lCat I, P. Frr~l 4,1 Ia t "'pica ac ra tf ai s rt tt

7 Th- instruct*Lpr. 'l:II 1w it' u; to 128 Inst ruct ns, ')f which '. ':

I S 1:-)rr n S 
- .rl'' : !

As t-------u-t-- I-r a r 1 i iI' n' 1 ''i ' rr. i,

t~~~~~~~~ ~ ~ ~ ~ ~ 1-*5. T - .5", 1 .'!!I .i -u, , I lI

it 'r' It I tSlI it I T
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Table III

TYPICAL
INSTRUCTION EXECUTION TIMES

INSTRUCTION EXECUTION TIME

Direct Mode (2O

STR) STORE REGISTER 2 8,"s
ILDRI LOAD REGISTER 28

(AND) AND LOGICAL 2.8
(ADD) ADD INTEGER 2.8
iADDF) ADD FLOATING 80
IMPY) MULTIPLY INTEGER 11 6
IMPYF) MULTIPLY FLOATING 10 4
IDIV) SHORT DIVIDEND DIVIDE INTEGER 160
SDIVFI DIVIDE FLOATING 172
(SRTF) SQUARE ROOT FLOATING 52.0
VIPFI VECTOR INNER PRODUCT FLOATING 46.4

(ARL) ARITHMETIC LONG SHIFT (10 BITS RIGHT 7.6

IF Register-Register Mode (0)

(LOR) LOAD REGISTER 1,6
(ADD) ADD INTEGER 7.6
(ADDF) ADD FLOATING 6 8

Table IV

FTSC INSTRUCTION SET

LOAD/STORE TEST AND SKIP
o Cod% M-.mon'c Nm. Op Cod. MF.' .,F NF

go top Load eo, 2f As: N A 1

02 LOR2 2A ASNZ. AN, SF A ,
0I L 0R3 .od WM.. 'FL.1- ejsF."s 21) , i FA r ', . ,

'14 FOR) 29 F'S'. ,, N.,.'*. .. , '. A

21E 15 'S . , 'F"" SL, '2 'E
2F LOS3 LS+, 0 1F, -,o R9 ,4F 14 % . a

30 FF' 5 Fl .0 d~ wo''FF ""

32 E * W2 L.,4F W 1',,q P*'lF-' F'.

33 '" , w3 L .0 Wo,, 8 ..., W1 INTEGER. ARITHMETIC
'OA f AO Load Act,, 0,,i

'FO E' LOAF I "ad M 1,, ", A, , O[,[F,

09 LFOF 01e L 1 '1"- ' 'A FF

05 1 ,0,l,
0
O..F ,,p .F ,R, 4 .,S, L . ' -v~~~~06 L DN ,,a, N-.1 Imf~rq p M .L e.

......,O I IFF,.,vo,.,''A ,. .
30 MO' M"F"' -F F .M.-1 .'.,FF,

40 51 FFTR e.

62 STr2
0 1 S1 SF,'. MF,,,O. FLOATING POINT ARITHMETIC

42 SFp FFO .,.

45 S" 'F'4 s o . 4 e 'F. ' 'F'' F F .

• " F 0sf) SF.e,'VF,FO ~ F *'. ". , . - ' '

46 St F

4F SF2 DF, ,.. A0F
40 020 SF,. "" F, ..' ~ , ," .0 F .... F'' F•'',.. , -" - ••1

41" SF f .1, ,- .".

4A - F SF.,,. w .F, WV D .-

.. .... ..IN,... .

49F

JUMP... .

' '.10 .. ,r'' ISHIFF ROTATE "

... 'F ' '.... .... ..,..... . 1 i
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SO I WA'Ri
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* FORTRAN
* SF1.
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Scgm ent Description maps.

* Linkage Cdi tot - L inks te~qether si noate V ' s', m ISIqlidr -Qlaii :a
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SOFTWARE SUMMARY

Soft-w ar e - Host Computer

JOVIAL J7311 DEC 10
FORTRAN COG 6000/CYBER SERIES
SPL COG 6000/CYBER SERIES
MACROPROCESSOR COG 6000 ,CYBER SERIES

* ~ASSEMBLER SYSTEM COG 6000/ CYBER SERIES
SIMULATOR SYSTEM CDC 6000. CYBER SERIES
TEST SYSTEM DEC PDP-11
DEBUG FTSC
DIAGNOSTICS FTSC
OPERATIONAL FTSC

SERIAL DATA BUS SYSTEM

-~~ ~ ---- - - ---- -- -

I S
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DEVICE INTERFACE UNIT (DIU)

6-.II

5
Ious 2e, "ah DIL of its associated pair. Each DIU monitors two serial data bus linus,
u trhouc" it atvely processes data received on only one of the- two. The DII': monitors

the so Feetud bus for Faulty bus transmissions and swit ches to the alternate bus, if a
O-Ult con. itior is t~rosent on that bus. Relays are provided for by-passino, DILi-air

shouh(I th - associatd peripheral lose power.

taun: Di7 transmits or receives status /commiand informiation Or data as s'iecified
1L th, Oi ODI toeld of the social bus word. (The serial bus word_ format is shown~ bl:ow.
As tl, addres ! ield of eachi serial word is shifted into the D11', elach hit is tested to

% . I.rrrli nu if it is cons'istent with the DI1'a pin-prooTramorred address. Whe-n the DII: detects
its own audre.ss, it performs the followinci:

- -. If t~l- )P COVDE nd icates receive me.ssao,ik and the DIV' is abi c tco
accep)t the Me'ssoe' , re miessaae is sant to) the errhr

0 2 1 4 1S 16 31 32 39

(K PRIORITY D)IU OP OM1) %,iFSSA(A. ERROR
INTFRRIJPT AIISS NEW D)ETECTION
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The request line is raised by the DIU to initiate a transfe-r to or from t.e
1. peripheral. When this line is raised, the peripheral must act upon the current state, f
.. the other control lines.

The Read/Write line indicates the direction of the transfer over the DI,/'
Peripheral interface. The line is set to the high state when the transfer is from tl,
peripheral to the DIU and the line is set low when information is to be transmitted from
the DIU to the peripheral.

The Command/Data line enables the peripheral to distinguish between comnau"
status information and data. If this line is in the high state, information transferred
from the DIU to the peripheral, and to the DIU from the peripheral, is defined as commaud
and status, respectively. If the line is at the low state, information transferred in
either direction is defined as data.

The Acknowledge line is set high by the peripheral, in response to a DIU reuu.st,
after the peripheral has either 1) gated data or status onto the data lines (Read/Write
set high), or 2) latched the data or command present on the data lines (Read/Write set low).

For peripheral initiated transfers, the Interrupt line is set high by the
peripheral. In response to the interrupt, the DIU set the Command/Data and Read/Write
lines high and then raises the Request line. The peripheral must then raise the Acknowl-
edge line and clear the Interrupt to indicate to the DIU that the device status has been
gated onto the data lines.

Use of error code is optional. If the ignore error code line is statically set
low by the peripheral the error code must be appended to each word transferred over the
DIU/Peripheral interface. In this case each word transferred will contain the 16 messaoe
bits of the serial bus word appended with eight code bits. The code transferred across
the DIU/Peripheral interface assumes a 32 bit word containing zeros in bit positions 0-15
(most significant 16 bits) and the data contained on the data lines, in bit positions 1"-31. -
The code bits are determined by a shortened cyclic code structure which is defined by the
generator polynomial, q(x) (x6 + x + 1) (x2 + x i) . When the line is in the high state,
error code is not used during any transfers. For this case, the least siunificant eight
data lines are not used.

As described, each DIU function consists of two powered DIU modules, one of which
shall be on-line in the current configuration of the serial data bus. The user may employ
one peripheral attached to both DIU modules with monitoring to determine which DIU module
is on-line and/or the ability to accept a switch-over command from either DIU module. The
user may also have two peripherals, one attached to each of the DIU modules or they may be
cross-strapped. The DIU function will preserve error code bits, if provided by the
user, or will append them, if not provided by the user, before it sends any information
over the serial data bus. The error code will be the 8-bit code defined previously. The
user has the responsibility of providing error detection for bad or missing output from the
DIU : modules. On detection of either of these conditions, the user can switch to the
alternate DIU and produce a device interrupt. It can also cease to respond to further O

Linputs.- Should this occur, the [.TSC can detect the state through software timters whicoh car. -

be pryovided in the specific device handling programs.is

As previously described, the DIt oair is houseu in the peripheral facilitis -

which must accommodate both the dual-redundant serial bus link and the dual-24 bit arillel "-,-[ n~ltter f a':s. T" [i[

The DI/Peripheral parallel interface sionals are: low logic state or data valu
,
,

, O) I. OV; high logic state or data vluI , I 0V+ I .OV. Th interfacine dev~i shall Ire-

;ent an imteedance of at le(ast 10CK ohms and at most 5(1 -if Its lo lic threshoed shall he
bettween 4 and 7V• It shall be able to drive into an FTSC int ut im edance of P hins nn " . . "

p. f ''ransitions between lo,i t levels mus't be less than 200 nsec
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DIRECT MEMORY ACCESS (OMA)

01
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I I i VIC *Nt RR.,t'TRECEIVE DAT
I --

Ij INORE ERROR CO[E TRANSMIT DATA

W rF IAL CL[K PERIPHERAL INTERFACE"

DMA FUNCTION (PAIR) .

Each Direct Memory Access (DMA) function provides an external user with a high-
speed dual-redundant direct channel to the FTSC Main Memory. The DMA functions are program
controlled and are capable of transferring blocks of data consisting of ur to 4096 words
from or to a specified Memory Module. Prior to a data transfer, the selected DMA is
provided with a start-address, a stop-address, and an indication of data flow direction.
The start-address is incremented each time a data word is transferred. When the incre- - 0.
mented start-address equals the stop-address, the DMA ceases data transmission and raises
an end-of-block interrupt to the CPU. User interrupts are signalled to the CPU via the DMA.

Data transfers between the DMA and its associated peripheral are effected using
eight (8) Transmit Data lines, eight (8) Receive Data lines, six (6) handshake control lines
and one (I) static control line. Four of the control lines emanate from the DMA: Request,
Read/Write, Command/Data, Word Sync; and three from the peripheral: Device Interrupt,
Acknowledge and Ignore Error Code. .

The Request line is raised by the DMA to initiate a transfer to or from the
peripheral. When this line is raised, the peripheral must act upon the current state of -
the other control lines.

The Read/Write line controls the direction of the transfer over the DMA/Periph-
eral interface. The line is set to the high state when the transfer is from the peripheral
to the DMA and the line is set low when information is to be transmitted from the DMA -
to the peripheral.

'he Command/Data line enables the peripheral to distinguish between command/
status information and data. If this line is in the high state, information transferred -
from the DMA to the peripheral, and to the DMA from the peripheral, is defined as command
and status, respectively. If the line is at the low state, info)rmation transferred in
either direction is defined as data.

Information sent between a peripheral antI the DMA is transmitted as 8-bit bytes.
Five consecutive byte transfers are required to define a 40-bit data bus word. Word
synchronization is accomplished by the DMA settin(i the Word Sync control I ine high durinu
the transfer of the most significant byte (which is always transferred first)

- ffh by to transfe c! r consists of ti er ( de portion of the Los wore,
Sov'id'd tht thI ('note lrrr Code line is set low. if the j-eripheral user has selected

n t tI, apl ,nd errot c'on data transfers acro: s the DMA/PIoripheral interface, the Ignore
1-,Ce 1in, sill st high and the- fifth byte tr ansfe r shall not be exercised.

F1h lit' t I t o d d is that i nId b'" th( T g e, r ator no ly omial , (I (X)V Th1)v l c c .When' the4 t ,lhat a Is el"""

x x . hn the rrghral r ing rr code, cod(' bits will
be aIT , d t 1,1 .1 .01,;ods t%,")Id tsTr't to I-.,! franm tb . us ,er (th_, DMA ,asses t he. coh wi th
iii, w,', is '- S.lv, d tre ti,. intentitI 'll -. (e:; to, th,. u r) . If the usTir is not pio'ic ina "

t:e c'')., , 4 ho iMA 'i ''t ; " ;],' 'In t il ',''. T 3 I thy, DM F- ransi I t f a,i- d i t'-h,, -"S' acrossthe' an ,t 'e. @

t DMA in t iat('s a trii , t tl (, I 11! lau st l in . I i the Read,"
Writ' I i t , Ii"' ',.Iriita .11 It' ltl 1 - tn tus an tilt i V data lines

it A 1 1 1 L t ticP I W I I t I II , t ,, th'' 1 t'

t,:5;[:+ s,:, t 'DMA h(- S h ' ;ia~lw nd, D',itia Ind] 11, 1(1'1,;W I!, I III, 'i ,;h an],i then' 1]111t. Iatl' the
+

bynt, r i, -I n DMA l l 111. )1 t,, ,'Ih 1"y;!, 'Ind waits for
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11,1 t .Lt V1 1i' i' '' t I I IL tV 0>5 sc 1 OttI '.i f ' I. f ) r t' ho

1. 0 ct' t: Cictil 7ou 1 a II an IIa '',I

sianJ~~~ ti. ato 1h '.' At' 'rh :litc to bo th1 DMA Poodl i t 1
mu 11it u' '' It rI. stct hM.' 'i o abt' Ii. or 1i, biv to 0c,: wL.

I ~ I To' in'' c!. I DM.''. :!I tI I 15 La. "'1 T I, doe hr'~ aso srih rVl I, a tt>('t

It. ~ ~ ~ ~ ~ ~ ~ I I,:' I. ha tL. wott~ "C' 'tir ltn':s, eIc DMl''t s a tlc' tlL a'r

ci) ,c's

.wI t. rtt [tk.i I,. I'n l I a'1n.ailale DMhA cb FI ,' Ini I5 ri: -'r

1u. --, ti hi S x I:,1 shall kF Uo L-w,.,, r), and IV i t t.&Il h a tII a o u f'.'t in-It r. naI F7C

I h: "A

V:tC i %t I L-user hi is located rsrnot e fr J t aTS%, a ~ ca inur u S tI

I' I which Irovides isolation.

ItLCOVLRY Cl![ARACTERISTICS

6, - Fault recovery, thie resumption of normal processing followin(g the d,_ tection of
*-t a tIW, it Iailure, is accomplished by the complementary actions of dedicated hardware,

a rsc~oiy rogriam and program rollback. 0
'trecovery program 7,,ost] it. the "brain" of the recovery systemt. it

carries cut th,' fault diagnosis and reconfiguration strataclies. 'The I-arformanco of t he
FT C' 1~ ai u F recovery system depcnds mainly on the recovery program: its features, i
s str at tIi s , i ts ii. n( n tmentt ion .

There are seven basic steps to recovery. They are:

I . Initial Fault Diagnosis I
2. Identify Faulty Module

* . ~.D.'trmnine Reconfiguration Strategqy
4. Perform the Reconfigjuration
a. Condition the new EtIlement
6. Recover Elat sod 'time
7. Rollback Application Progjrams.

Steops 1 , 6 and 7 a rue erformed for all faulIts; t. oer S an usc as~l ' o S 1 o( ,L
'The first step analyzT/es CI:t in format iotn to determino the t t of ttt' oeS t chni, t hi tv

* flault and whether the faoult occurred duringi recovery ft ott a 'Ostous, faul I t Po
format ion is used to idlenti fy the module that had cont ro tho-1 Luses "1. itl it' I. t I

*reported, and also the modu Ii' that was be ing Idt!-,'sso,I. D'. ' St itus f;"'i:
testingj, as necessary, are used to iionli1 fy tho faul ty Intcdu 1, . !,i':.bh' s'. I,:7 i

atre then examined. 'Phi' most- ri'siurcu-t ficiiit and s~u,~ tote -: u] It 'Iita ,z: I a',
is taken. tones' r-config;urat ion has bci s ltuccessful ly coml let..'; c. I. f I 1
mn noIne ' Us anPd Ieo)cI, itic (s, tn ,S t be cuo t.i i .'di . IMetier'' CcidiJIt I' LitI i.1 1

* hback strategy etig toyed.

Dnii'-fly, this St rat,' cil I or crI-iti cal1 ,1t I to , 1.1,7j j L (i,' Th 1"
'IL, 11 Co i'CIh oIf t.wo st~ftndnms' cotit nu o ory bjlocks;. Ce.i on1tIo')n

thek dot lex dta fromtt he partner so tniam' to) tin'. now to, too v . Stat o s t ' '0.T1' .1

1/0 deviC':s Must he r"ad to cIla hat"tcirnsat 'tn 'u's' to t 7

s o p d and ' read" 'Inc. Li:, Sy'Ste ct l ick ha.s b2i 11da i',, tho-'' ' X,'CLut I- ''' -i ri s it-
'stog duploxed idata, th' t'xicutiv,' ' , iv 1''a aeb li''..1'I. ct i'vi taisks 't its last
rol lback csdiin'ss.

'lbs, ieee'.' -it'' Pto'Iftt'a !'t r t it. f')1,t'w it ha,I ii an't tit
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A DOUBLE GIMBALLED MOMENTUM WHEEL
FOR PRECISION THREE-AXIS ATTITUDE CONTROL

by
Werner Auer

Head of the Engineering Department
for Gyroscopic and Space Products

TELDIX GmbH
6900 Heidelberg

West Germvny

SUMMARY '

For precision three-axis attitude control of space vehicles, a Double Gimballed
Momentum Wheel (D MW) as attitude actuator is a favorable approach. A high reliability
DGMW of modular design with two momentum wheels and two direct drive ultra high reso-
lution stepper motors plus pick-offs per gimbal axis (full redundancy; no caging diring
launch) was designed, built and qualification tested, together with an associated wheel
and gimbal drive electronics. In addition, extensive system tests were performed on a
three-axis air bearing table wnich proved the excellent control capabilities of this DGMW.
Besides the measurement under stationary conditions with an accuracy of 18 sec of arc,
also the transient behavior was studied. Due to the high torque capability (up to 0.2 Nm
around the momentum wheel axis and up to 1 Nm around the gimbal axes) rapid and accurate
pointing and repointing of spacecraft are possible. Therefore, the DGMW system can be de-'. -
signed into tracking loops to assure continuous pointing of spacecraft instruments with .
a rapid assignment capability.

1. INTRODUCTION

The success of 3-axis attitude control with fixed mounted momentum wheels in programs
such as SYMPHONIE, INTELSAT V, ECS and others has proved the concept, where two axes
(roll and yaw) normal to the spin axis of the momentum wheel are stabilized passively by
gyroscopic action and where the control about the spin axis (pitch) is provided actively •
by momentum exchange (speed control of the wheel) with the satellite (Ref.1). For two-
degree-of-freedom active control, V-configurations are successfully flown in the ECS and " - '
MARECS satellites, Single gimbal systems were studied a so (Ref.2).

To obtain a three-degree-of-freedom active control several approaches are feasible.
In this context, the sole utilization of thrusters (jets) is not taken into account be-
cause the necessary fuel supply cannot be established for longer missions. In contrast,
momentum actuators need only electric energy which can he supplied by solar cells. 'O .

Two groups of ,pproaches can be distinjuished: Such employing one actuator, for
instance, one reaction wheel per axis, and tuch utilizing only one momentum unit which is -- -
able to tilt the momentum vector in two axes and possesses in addition an alternation
capability of the 'length" o f the momentum vector by changing the speed (like in thie case. -
of one-axis active control).

The latter approach promised a rompar.it i 'l y low mass a h i h torqie capability )a 1 1
high reliabil ity and Pxcol Iont corntr-rl Ir ;)-rt ' ! s , _s has been found in many studies
(Ref. 3, 4). Therefor,'. TELDIX has ,- v-I n. , 1-oth , t 't,,r an) I nner qIibaI P IMWs for ESTEC-
respectively UFVLR. In the foilowln,], only tt i nr,,'r im, tal D)GMW is tr- .ted wh1C o lA
be des igned in e n ,tro r ri nary * mpry ot w v.

2. DES I GN OF THF l IMW

A mnr Iir , ; in *t i,, ,iai^ wa> , h ,r, ,t 1 -v'ral reasons, of whb:o i e 0 •
fol lwin ar- n im-I:

- Ail i i: t i i i t ' ra ti T r ii i r -m n ,. a

- v 'ii I f i 1 an T n m hFI r) Ii'

ho' r i nii i r r in mi- n

M,) rin hf i, i r, a t I I r, , 'in , 'i.a ta, r tli

Thr, photoaral ", i n i 1 1 rh wf ho H P , fI W, I m  
I W"" I f"

ten t I o n i s t, s n t in i na no r 'm' n n o , Wl -I

and two whes which imay 1' r I J 'iOI ' t, '

Mnd an r'rlt un i t. Thet o i' n an r tst I n1 Wd' 3t' S I"
can be designed to nast : m:.r s r -ln Ir-'nM- Its.

rhp Wheel Driv EI rctronii (WDE) an, I tlho (, , 1,,, r. r i _! IIr, t ' I i -t
as separate boxes and can hed. - rined If-t 1 ' ,f nt -r f a, ir,- ri t



3. INNER GIMBAL ARRANGEMENT

Because the momont um whorl s ir,- 1-s i gn. I wit il ut I ny c i ,. r I r,,I!v r-c? t[4,fi
(Ref.5 1 it was alIs o init -- n td( t o av o id Anr)y riin, i .r t i t i fInn-i mo t, 3 irra f i tnt Iis

-makes a symmetr ic alI, ritg id a rid stLi ff I- s t q~ n -tpIOrC Ii ii nO c it jry . I, t tt o g r, h (Fi. 2
the i nner g imbalI system i s dep ic teo, w 1 hi sn o ws ci,- rf iii. t wo wbh-o I i n t ertaf s cm s on F
the two ba s ic a xIe i nt er fa ceLs to t he sat 'I li to In TIn th f- 0, :)nIi W- ] whCh must M tm I
b y a ri1n g o r a s im iIa r s t rjct u re t o Sol dIi y f Hx ti.- two 1 xi1.-, -c h tie r, '

F ig . 1 ) a nd thbe f o ur bne jr ing. tr iv f mo toar i nI I iK - -ft t,5- Il i w o.t r x r

Both g imbhalI a xs a re ver y ritg ilI y I ef ined( b y t w ( pr-la i :ir s o f haIl Ir in s i n
a face-to-face a rrang r eent. These Lear inrgs a re ope ra I o i n I h, v,,i ciuiim f oun J i n Sal to

applications. To avoid any l ub r ic at ion p r o 1)1 ms a concept orotr1 y in c ra mi c b)ua I s I riS--ad
o f s t el ball Is i n the bear n (Is w ittiout n y l ub)r icant was goUal 1 1 -1 1tnI the I I io I a r
ma t e r iaIS no col',i w eId irng t akeIs [plajc e. Al so wea r i s neqIgl i bI Ic iu to th- e ialI Iic c umulIa t-d
a n g uIar movemen t o ver i ssi o n t imen, i s c uI do beJ ,m onstLr a te d i n a c c -- 1- !f - t es ts.
s im ulIat inrg a ten -years m is s ion .

These find in gs a re very important beciusu the bearing suspens io n i s the onlIy crI t Ic
elIe me nt not prov ided i n a redunilant mnann-cr. Due to these t e st resulIt s and tri en v iron -
mental tests simulating launch loads, the bearings can be practically treat-,d in terms of
reliability like a part of the satellite's sructure.

The motors are direct drive stepper motors, needing no extra gearing; they are fr-e-
wheeling if rnot energized. Th's is essential for the redundancy concept: tio special
mechanism is necessary for sw it c hing from the primary to the redundan t uin it .

The motors - having the same mechanical interfa(ce - are av3Ial abl. I ii two v-rsions,
a tooth type and a friction type :,ot o r. The tooth type motor has 3 ha s ic s t r, a ngle o f

I.2 min of arc which can be subdivi ded f ur the r b y oelert ron i.c meanits. The- adivan tage i s itihat
- starting from a zero reference - b y s t;p c o untLinrg the actrual a ngqI- ca her b determined.
The f r ic tion type motor operates w it h ai ~tr a 3n I - of al out 10 spc of a rc, dp n i ri -n

Both motors were tested - al So lifei test.L e d xt ri i v -I y i n aiir nl tn r maI v-cujm.
The w e ar i n the gold pl ated contac't zonms between mnt ir , t,1itr i n m c t cr rotor I t et h
resp . f r ic t ion su rf ac e s w as very semal I Iri naIjc c. tn-LI- ftI -r 'c Siv e i fe tePs ts.

Like other motors, this m utekr conu i s t if it it v rin r r r. Tb--s t at cr ofti
f ric t ion type motor i s (Ie si grned as a r imr ; w i Lih iv r f ,r -ric i I c ni 1 ,l 1 r f a c - ig 3
and i s provided with egualIlIy spaced IluC t ro(m In.~

The rotor needs no ext ra b,,a r irilsIii i r. Ju -d t, y i I i Il beair ingjs i i.1 c on-
s i s ts of a d iaphragmn wh ic h i s r Iu ip p - wit tbI i ;in,, .nI T ir -ii (ci i (tu -i'do- of which
c a nbe seen i n Figq. 2a Lth x t re m or i rnht. I t i II si -n r ,iz- I, t h t It I)r uttracts,
the rotor at the l oc a t ion o f Ihor I i Ii nl I 1 r,; r sri -I to eac dC t 11e r
b)y f ric t ion fonr ce (th oilI w it t31)ri tfu is Il *.r iz thus 1;-u! I irg t he torque

*cap abhilit y) . Now , i f c o 1i 1 r Y - ii-c inor ii ' , , e: ti. Ztt . -- h-t wo_-i

- ttor and rotor a r' mo v ili ir i I' ri ', Ii ml 'tIr H- f1 ho Etc t ul rad I i i f
s L ta tor a rid( ro toar (i ti i)t h ii w.,)rf h.: f, rI I f 'I I- I ' w,- t, ii.- I th -. r,t jtr s urtf a c

-. and the conn-c tioml ri ti j'n I ii n ri ct c- )n it in I r or t th st tcr I

*sm a I I ad va noe 1 o p 1 f t ho r i* t r i I h t ni o i t hii i .v whic n i t r inr f err Id tou t ho
aix is fiy tho (I i 3phr,3j i. n'- n i i :)ii h Ii - i ;ii-ri , In-- I ii I) s -in iho d r i v

i n hat h (I i rei t i ons. As a I x r U mur t i r- ii' T I fi in- . t n0 . I i i rr i z,1 ti. ru t . r' IS
f ree, to mo ve,. Thu ii- t ''ii h'-f1, t. th- -t- tf to- mI i at - -

tI- t , Loo)t h t y p- co t.ir h mu i ri I-m I f 1 I j -i , t t Ii ri t hmo ci Y ti f r n n t oe st I o-r *

a ,l r o tor w it h i ftc I -i *- in fI. io? r t i - t ee, I. In ti C) t'- i s*Ac
i is 120 teh, t h' rnr t, .r b *r rK itt- I n r'r itciil reov cIutlr th. vt~i f)

m n n t , 1th. t ho i -- wi ti i hi- i I. iii '- I] In t d t I v In I iy i i rlu i-)r of i I.

Pr,, Pn t , i V mTii roiyrn i k - t t . w i ii ti ii ,.r-. - i i j f -It -'r fit 2 [T i

Gf ir mvr t)in Dhrni v- miiL r- tn i im c; r1 r 7. . b ~It i'l ,e-u

in k - wilf )rit it ,h m iyItj r

4. e MO MNU WHl Ir Lv' L- i i I - l v --- , 'tri 'u'It

I ft F O 1 4 a I t, 1 rPMW. I I i i, ic j it ITm whi I m w i h,-)i l I i I Il ti ln~i -0~

f' F ,, i I.j , a si I Io iti I n ,r m i t I t I i i TiI- I mm i n I is f i r I i n in " hi I
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The hous ing is a I i lqhtw w ijht i (s j n w hi t enter stud bolt t,) carry the loads xer t
ed by atmospheric pressure at ter e acuatiorn to about 1 rnbar. TIi housinq is b Ick t inted
for thermal radiation.

The ball bearing unit is the most critical and significant subassembly of the I
momentum wheel. It is designed to meet the launch load requirements without any caging or
load relief and to operate subsequently for missions of more than 10 years with high re- 0 S
liability (Ref.7). In th e meantime, more than 35 years of accumulated flight experience
(with one wheel operating more than 8 years) without any failure are a good proof for the
reliability; in addition, on a total ot nearly 50 years of life test results can be
counted.

The flywheel mass is linked to the ball bearing unit by spokes. Resonance step-ups
are limited by a special damper mechanism. The brushless and ironless DC motor is a low-
loss high reliability design which also exhibits redundant features.

A Wheel Drive Electronics with torque and/or speed control modes forns theelectrical
interface required by the attitude control system.

5. MAIN DATA OF THE DGMW

In the following, the main data of the DGMW are listed. Co;ncerning tile mass they are
based on a nominal angular momentum of 50 Nms for each of the two wheels. Tested were
DGMW's with 20 Nrns and 50 Nms wheels. As already mentioned, presently up to 70 Nms angular
momentum wheels are available. The impact of wheels other than 50 Nms concerns mainly mass
and power consumption.

* Dimensions
Diameter .............................. 380 mm (envelope incl. tilting)
He ight ................................ 335 mm

Ma ss . .................................... 22 .4 kg
Two wheels ................................. 15.2 kg
Gimbal system .... ......................... 7.2 kg

Wheel
Angular momentum .... ...................... 50 Nms -1
Speed ................................. 4600 m in + 10 '
Reaction torque, max ... .................. . 0.1 Nm
Power ... .............. steady state ...... . 8 W

at max. torque . T 80 W

Gimbal oystem
Tilting capability ... .................... 7.5 each direction
Torque capability ........................ 0.7 Nm
Step angle .... ............................ 10 arc sec nominal, depending on torque
Step frequency .............................. > 130 Hz with 50 Nms wheels *-"-

.Pick-off range ..................... .... ... 8-
Pick-off resolution ... ................... < I arc min
Pick-off linearity ........................ T 1 %
Power ................. ......... ....... .. 12 W

Environmental Capability, Qualification Level
Temperature ................................ - 15 'C to 50 °C
Vibration .. sinusoidal 10 to 2000 Hz 6 g 5 -

random 20 to 60 Hz 0.05 qI/Hz
60 to 300 Hz + 3 db/oct to 0.25 n/Hz

300 to 1200 Hz 0.25 g 7/Hz
1200 to 2000 HZ - 6 dh/oct

Linear acceleration ... ................... 23 q

Reliability ................................... 0.998 7 year
,0 0

6. TEST RESULTS

Together with an approprilat Wheol Drive Electronics (WDE) and a Gimbal Drive
Electronics (GDE), a variety of tests at different levels wore nondiJcted. These tests
comprised environmental and functi onal tests of the DGMW, inc I iudi ni WDE and GDE - which
are only shortly commented here - and system lntorati on tests at YBB (Messerschmitt-
Bolkow-Blohm) and [FVLR.

O. -•,
6.1 Functional and Envi ronmontal Tests

SUCPSSucesfUlI functional and environmental tests w pe rformed within the score of a
national television satellite program. It should be noted that the environmental tests
were p.rformed without any Ioad rel ief or caginq provi sions. Theso tests vi, Y iid thr
data specifications of which the main are accumulated i n p)arl 5.

"S - -
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6.2 System Tests

System tests were c i- i i- t i t r. I : .
( " digital at 1ti ude arid ar S ) t C- I -,; t z' .. t
results of these Lests carl lC t I - ,t. .n. h 1 2 1,, ' i o :k t,

than 0.01 degree 1n pitC.h, yaw ti i., : ' ,.* ' ,. , r ' ..
estifig Is also the suggist t:ri I • t t , r
earth infrared sensors rit onl y I I r --H,
spacecraft. As the irtrar---i'--lst. ..... ... f l W I ,''-' ... ,'. r.. 
rection t o the centre ot th . r T h I r , ' ,-!. . ,.
a earth-stationed ba--a on i Itt t,', , t. iha I t. r. - t r"
seems to be very impor' .lit ,, .il..-- lii- . . , r t : : .

* - racy depends main! y n th -- - - , t ra

Ext ens iv 3 - Aix at it t , - r t r I rI. ;t-,: rit : frt O - tI r -- -T' I0
a a ir b e a r ing ta e j , t t h, f ~ . [ .. .h', - , ; F, k, T rf IT :I !-, jTl ,:i aC , IJ i n I f IeI

Sed for direL t d ,i I ti I L - m .- .. . -- t r ,. r I t -re w a is i - r-- . TT
a s sac a t ied atrn FF V R P rn t e ] n I I .L R,-t - 1() 0 nJ s !cju IJ e av a i Ia l L, - . "i

request. These t > were r1-ti Tl n i rti , I: c r- fence to JIm I r twt- rtr
•n t r-• dntroduced y th gI ru- ra Iy i t i a I -- ris r jl I i es i ga t h a ccura cy p S -n t.
of 3-axIs acti I tt I -Le VIr I w I D MW

Res,, ts at S Che s I. jy t tl- o er i ,n ar,- h w n in Fig. 5• As can be seen, th- S
IaCIv d ac uracy in ro-, 11ai yiw is jihou IR ar s-c. roughly the double af tbhe ste-

anjn e u f th friction Sype ste-pper qi itr• I is error is a IIttle higher than the h vi-ctel

error , p ad could DL - itr u .-, to in error in She signal transf r betwee r i r
P '3 YrIn j t a hI a 1)d t roCu nd•*--. b-a- ii S , - aiI gra t

t Attitude manoeuvr es were performed, too. Input was t I t r-i ( d chng- of ti-- attitude -a .i-
ia rL- j in one axis. The response to the other two axes (o ss-Coul in JI) was recorIl also.
In Fi q. 6, the plots for a pitch and for a roll input ar- shrowt• .h levi to n s -re felo 0o
40 ar s-C .

List not least. simu tan i)us unloading cycleP ili r 1 i an 
' 

yIw ,-I ti , n peJ in
I I-u. 7. Th- input signals were reaction torques I--n-tat, I y Is -

t  
l h- air : ear n.

t 1-1)1e 1tr S the roll and yaw axes which are cor-per sa': y It i i, ' h rhlm s i jt "
rthe ppr pjri te axis. The resulting atLitude -rr,r, arm- it-.,, , v ', ! . O lv 1u rin: lhe-

c hange af st ape, hither peaks are visible whic ire sti i v.I y 1 o8i dr se
tr, tl s compare favoratbl y with those dfsori ,-, ir I,,t.11. -

Furt her t .sts on this air bea n a bif - wr - I t I I, -i tj- 1 -t -- t
t I r l-- l-, i tj t r S (e.g. solar par-Is) I o n i ti , ilt i ,; v. ri. <V, tl t s
tri iT -n jarta i 5 mijIa t -,,d ty a dlIi t i n il r a a t w, c - I , t , , .t -n I -- .. , .

tI, te, ati ui t-i n t roduce isturf ance to r jij,. k,.f 1

/ . P1 NTI ND, AC U ISIT I N ANDL TRATK I NG

Itn d fitiiti j T tl u(I c ntIt, ', with i mti r sthttInrs ili tl l '' t i,- .' 1
, r I, , -- , i D MW - a I ulf U I f 1 t t h- ' I ti 

"
- ! - . t t a i i I ,j -t - i ct ij t t r -

-•I"r i(K l I p a r as y ' as r - n- T, I ii a ij i t t r ', 
"  

n T r '. ii- t s s i ,* A
v-h I rrivIr, .ar-t w t 

h l-h aki it y t t I r . itt--it I-, tier ttr-ts.

i t At I rft.- ' ,, I h- .or-,,Iia nil I r A i ih f Ii 1 ' --I i ' -, I - a I - ' r - i

Ths i i ti - unt, ti li it rr it -t I t r ii ii T-it' ri I l1

al 0ri) t , i tn i- t i f t i I ute -r t:' - t i' i rm i I - Ii i. S, r

r n* I I y" i -

I -7 0l m , il, r t ]tI- r t i ir il, :, t l ' i I - i ,, I - t j n 1 1- r, t I I r, -' ,,I

T is . f t l ilte f-rI if in t t i , ,i- i-- it T II- - t J' , I 1 Y I T, I i-i
[a " Q t h iQh1Nm r- "ii i ti' I I - i , i ' t : ,. ' I - ], I ,, ri l i i- ii-

r.I im it in, f itt -it fl i t i h- t i I ,tt i t I' I i i - ' n i ' , -. I-- j t

th p alt k ~ r~¢ ,-r lt n ril il nl+ t.,} ol ' it r o
I 

j ri w ti 'i ,, .I I tr it, r- , t" "" "

Fo(r t n, r a ll-y f- r t t ltiv .- I- - - t - v , , -;I ' , ij i' it .
wh i It i s r i st ni a i h t iro t I r i v i I t- "i . , - i - " i- - .i .*i -.

here that normal y r l y in t w a - .-i , i i t 1,- - .- .+ " --. .

-.S



8. CONCLUSION

Ita ke n iotat co rs i dera ticon ( Re r.13. tn t h,- r t r r-
attitudec control is a DGMii.

A h i jh r PIl aW li 11t y DGMW1 H Ji u I ,', I r- i -1 .. A. n> ' 1
ca t ion tested. System t -9St s, al I h s I)nj I Ir rI

accu~racy potent IalI of thi s UG~iW for 3 - i x '.t : lt t.~ c r tr u

J di t ion , DGMW systems c an be Oes i j rie. ft2 nI I J 1cu y tra j K i '
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CUIUAF.N %)RK ON II,II-(RA D)L SPA\( L (GYROS A I
FL RRAN I I IN IlIL UK

0. ~Johni \\ ellburn 0
I Navigation Svystcmis D epart ment

F~erraniti Pt C

Silverknowes, id linburgh
Scot ianid

1. INTROD)UCTION

Certain s:, ettite missions require gyro'scopes ot verv hligh accuracy for attI &enesie~ct I "rmicrlx. 1]Iioatd rate
*integrating gyros hlave beenl widely uIsed. More recently inl thle US.\ 2-a\11 is1)1 Gs Ila\ C beel used, anld lgenh~ies are !Woss

beginning to consider what type ot inlstruICent to Use inl thle f'Lltire.

%k lireas most US5 Companies have tendled to abanuon floated gyros inl t'aOir of- dlr gyros princip~ilk onl ground,
* 01 manufturn C-tW tetWea ern ae COO tinned to deCvelop and impros e floated instruments. \\ e are

firmnly ot1 thle opinion that or many satellite missions they will Continue to offer thle best pertformance,

[eatureS suchJ a,, tI'nid dissoCiation. which are rumoiired to occur inl floated gyros over a long period of' time. Can be
-controlled anld muinimiised by care inl design, assemlbly technliques, anld cleanlliiies. I an% cvenit. tile phenlomlena caused

by f'tuid elt Cet el- -lyol\a~c g-senisitive pert'oriuance aspetst. whIichlir of'n e\ ilorta applications.

1 2 FLOAILn-I) (,Yi() .XI\I wi Ls

I lie instrument wthichi has had the %o, del application inl space ill I urope !s tile L~erranti tyvpe IS ( K . I isl 1as
*Undergone continued development and improvemecnt since its original license, from ,inger-IKeart'oit inl the l!()' tt is

a relativels small instruiment. ote: ng il-runl drift stabilities in the ranlge .11(11 to OblOlWi Ilhr. depending Onl flowv it is
*used. It hias been ulsed Inl the I RA's. t A IS.\, and Wt h.\NtDA X-4) safellites. aMid inl the It I)N ), Hack \rro\v. and

\RI \\I launichiers.

IHie question his arisen as to sviethier ball-beariiie eros are suitab'le for long-life KItellite 'inplications. I iglit Nyears,
ago, we started a lif'e test it I 2 of' thiese L\ ros. Uniter iItri trom R~ IF lie Cyrkus stere lirsi si'hctcd to) al, CMs iron1
mlenltal test sitiiiilatinlg d S( M[ !t launch, Ilie g rOs have beeni riiiiiiiig conltilualk\ in I paritial %acu:'ii eicmvironnninit.
with perf'orniance checks anld stop starts tv picall\ eveCry I 2 il'tioni Ie have\ ICAl lnost rcalicd Mtci 0i).lii)( hours
running withiout f'ailuire or degradaition.

Illiis perf'ormance: nustilnes tlie c-I in iii. lor -sjr lifti:'nc sun lite t AlasI,1 gIseno' unisc, ilrl.111nd
*process control. ball-beatring gyro ir(,te pei fc! 1\ ,ideq namte

I lie life te'st is now% contililinn, undI'er nine Lsp t- ile I -'s \ I(() I \ti P1 pig, inn-nc

I it, I i r, lii. been e\"snek AuimildIn It,[ nns LI liteJIC spi,il llaa ieiisi 0) fit I~ h(

letiill. I lic I tnnin tlaitnnn~ rte , 'nci ii c~ie sI l I l n 11i i l' Ijp iiis

s pe o r, ill I I 1i ii \ I n -,,, i i gui i a Ic .i j *. I % lie Inc inh is n i I i ii i ' .

s speeds nIpf t n )5 I 1. in gise n11ninnuenl Lilint stillItIS

ir lni le l shot t he J ia~t , i itni ii t r, n1,1 - ) I Iti n ieinnn I t t i\ki L1 Cs 1

*I ne -\ pl'ited 1,% t\il, d iln .ftmln'iiillthntn t dnll- TO _I .

- g-intscntsntrinn *i 1lntln Iilnnnhe

It' inn1Ae ire '
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OVERCOMING UNOBSERVABILITY IN THREE-AXIS STABILIZATION OF SATELLITES

~. Dr. Lionel PASSERON Dr. Claude BOZZO
System Engineer Scientific Director
AEROSPATIALE Corapagnie de Signaux et
100 Bvd du Midi d'Entreprises Electriques
B.P. 99 17 Place Etienne Pernet
06322 CANNES-la-BOCCA Cedex 75738 PARIS Cedex 15
France France

Abstract An optimal solution is provided to the problem of attitude estimation for a three-axis stabili-
zed satellite devoid of yaw sensor and undergoing significant disturbing torques. -

Influence of such torques on expectable system performances is analysed via a geometric approach.
Estimation of satellite attitude is demonstrated to be systematically impaired by an error resulting from

the system's torque-induced unobservability.
The said error is then exDlicitly assessed as a function of the disturbing torques.
Furthermore, assuming a priori knowledge of the disturbing torque amplitudes, an optimal observability cano-
nical form is derived.
Optimal attitude estimation is finally provided, together with the expression of the relative, thus minimized,
systematic error.

Introduction

Stabilizing satellites by means of the bias momentum concept is known as a simple, reliable and cost-

saving solution, parricularly well suited to geostationary missions. Its main advantage, doing away with yaw
sensor and gyros. is nevertheless impaired by loss of accuracy -due to unobservability problems- when the """ -

spacecraft experiences significant disturbances.

This matLei is now to be paid all the more attention as ever improved fine pointing accuracy is demanded,
while the constantly growing size of satellites exposes them to increasing disturbing torques.

This paper shows that unobservability can be overcome to a wide extent by means of an original geometric
approach. Use of optimal estimation and control algorithms, easily implementable on a microprocessor, provi-
des -even on spacecraft undergoing severe disturbing torques- accuracy performances almost as good as when
the zero-momentum concept is used.

In spite of the confined application of the method described here to standard-type three-axis stabilized
geostationary satellites its easy extendability to any type of large flexible spacecraft should be

emphasized.

The concluding achievement of our work, the baselines of which are featured hereinafter, is the demons-
tration by a simulation software that accuracy performances can be improved by a factor two with regard to
most other, classical methods.

For greater simplicity, this paper is clear of all calculations and theoretical developments which may be
found in the three Appendices hereto.

I. Satettite description

The geostationary, three-axis stabilized spacecraft considered here uses the pitch-momentum concept. Its ".

main constituents are
* a central body with some fixed, rigid appendages

sun oriented solar panels

* a fixed momentum wheel with momentum vector aligned along the pitch axis.
This wheel provides gyroscopic rigidity and is operated as a reaction wheel to control the pitch axis ISV . -

one IR sensor providing continuous noisy measurements of the roll and pitch angles
* one sun sensor providing, once or twice per orbit, noisy measurements of the yaw

angle
thrusters to ensure unloading of the wheel as well as control of the roll and yaw
axes.

The features here-above, it must be emphasized, are shared by quite a number of various, now orbiting commu-
nications satellites, civil (ITV, OTS, MARECS,...) and military (FLEETSATCOM, etc...) alike. , .-

2. Satellite dynamics -.. '"

Appendix I hereto develops, via a quasi-Lagrangian formulation, a general method to obtain the non-linear %

equations of motion for a satellite presenting any number of rotating appendages. Such equations are subse-
quently decoupled to enable analysis of the rotational motions independently of the translational ones.

Then the spacecraft rotational equations are linearized about the spacecraft prescribed behavior to achie-
ve a state-space representation of the system and to apply the now classical theories of optimal control. SW

2.1 Spacecraft non-linear rotational equations

These may read, with the notations used in Appendix I hereto, as (see Appendix I, section 2.4) :

+ VE1(Ini - In 
1 -In' W

1
)2 (1.1)

+ 2O'
L
n' W-

+ i.)2 nil W,..W(ex)R
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with

J'"J: [ J M m d + )(D ai) (1.2). . . . . • --4".4

2.2 Spacecraft linearized rotational equations 0

Prescribed behavior defines itself by the coincidence of spacecraft reference frame * with the instant
local orbital frame 4L (see Appendix III, section 1.2).

This stems from the necessity of having the antenna beam constantly pointed over some predetermined spot

on the earth. These linearized equations are expressed as (see Appendix I, section 3.3).

1°°xI--[ x° ]--+ (J + In)-' T +(JE+iIn)'? (2.1)

.. win -C o 0 n)0 inOno+ 1WIn'- In' W'-InW ) W (2.2)

3. System state space representation

Since control of the pitch motion appears as quite simple, this paper focusses on the processing of the
roll-yaw equations.

,,~.,- If we denote by TZ and TX the components of the satellite-affecting disturbing torques on yaw and roll axis
respectively, these equations appear as (see Appendix III, section 1.4)

= (Ox) + y-(-y)4'+X i-X T +-- T
H Z H X (3) -

-- s" ), @ (Y)- z +(-az)V'- y + -L TZ 
- 
TX

with p and 41 roll and yaw angle respectively.

%# 3.1 The classical, reduced-order model

The disturbing torques, since small, random disturbances are assumed, are usually idealized as white

noises. The resulting state-space representation, referred to as the reduced-order model hereinafter,
then may read as

40 0 0 0 + 0v

H H

-.... .

y=[I1{0 0] + WLik-i-.'-(4)

Measurement y is provided by the IR sensor while W accounts for sensor noise.

The reduced-order model, despite its robustness, is well known for its poor efficiency when faced with

significant disturbances.

3.2 The proposed, augmented-order model

A tentative overcoming of the drawback here-above consists in taking advantage of the quasi-determinis-
tic nature of the disturbances. . • .

The disturbing torques, witness the graphs in Fig.1 and 2 attached hereto, may be adequately modeled as

truncated Fov-ier seriep, say: TZ Tzo+ T
T °. E0 n Zn

TX.T + T....
wit Xo+ n Xn

Tz ' cos(nw.t)+b sin(nwt)%

TXn- an cos(nw.t)+b' sin(n-t)

w : Earth angular velocity.

Although this paper confines itself to first harmonic approximation, it should be emphasized that the
results in Appendices II and III can straightforwardly apply to any number of torque harmonics.

Therefore, an augmented-order state vector

S-[x

is defined, with vector X TA-I

*, { ' -' T
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reflecting satellite dynamics and vector
x2"I T T T T T " "

zo X0 Z, Z1  X, X1
reflecting the disturbances.

By means of relation (3), the differential equations governing vector x here-above are derived leading to

the following augmented-order state space representation -

[X A A1 [W( 5

with

A,2 = L Y - COY ""i""J"

-1 o o .; L. U-:
_ 0 0 0

0 0 0
0I 0H 0 0 0 0

A 0 0 0w 0 0 0-. -.-

B22  z 0 0

0 0 0 0 0 0 ""

0 0 0 0 0w 0 *%D,

0 0 0 0 0. 1,. ... .

,- ..-. - -.B2 0 1 0 -- "-.-:

The above augmented-order model is the model under analysis in this paper. N-

4. The augmented-order model and associated unobservabiLity problems

Let us start with a reminder on the Hautus Lemma which will provide us with some physical insight into

the system's observability properties.

Lmma Let that time-invariant Linear system (S') whose state space representation reads as

ly -C
The pair (C',A') is compLeteLy observable if and only if the composite matrix [A' T-I I CTI has fuLL
rank for all complex numbers:

if the maLtrLx cp not full rank for X-Xi , then the mode associated with the eIgenvatue ' is not observable.
The dimension of the unobservabte subspace is equal to the rank deficiency.

Complete observability of the reduced-order model (4), fit for the no-disturbance case, can thus be readily

demonstrated. On the contrary, the augmented-order model (5), fit for the case of significant disturbances, . .g

appears as partially unobservable.
As a matter of fact, matrix A l.['A"l A12

70 A2]

has three double eigenvalues which are Oj - and -j w
whilst matrix C' - 1C 1 01

is a rank one matrix.

As a consequence of the Hautus Lemma, there is an unobservable subspace of dimension I for each eigenvalue
O,j w and -jGW mentioned here-above.

Physically speaking, this stems from the fact that roll and yaw disturbances are of the same frequencies, *."-
whilst only one measurement (the roll angle)is available.

• - 0,
.-. .x-,
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5. Estimation of the satelLite state-vector

The problem we are interested in is the construction of such an observer as provides, through ase of
the sole roll measurement, the best estimate (inaquadratic criterionsense) of the satellite's state vector xj.

The primary requisite for such observer construction is to derive a canonical form for observabilitv
of the said augmented-order model, having in mind that this model is endowed with the following properties:

a) (Ali ,C) is completely observable
(H) b) matrices All and A22 have no common eigenvalue

c) matrix A22 is diagonalizable

It should be noted that

- verification of property (H.a) is straightforward since the reduced-order model has been proven comple-
ly observable

".9 verification of properties (H.b) and (H.c) are obvious.

For those systems which verify assumptions (H), Appendix rI develops a geometric approach that does away "
with computation of the observability matrix.
The outcome is an optimal canonical form for observability which may read as

X, . x,+(N, + 2N2 ) x2:%.2. x -S1 X2 (6)
X22-'si x2 s"2 (6

2
X22. S2 X2

with (see Appendix III, section 2.8)

0 0 0 0 0 0
00 00

0 f(A +B 2)X ~l}( B
SN+2N L 0 0 0 {- l- A} {LXJ-I}A

0 0 fD- {0 !(+) f {I- LIB2 LX -1A

S'- s2 - [o 0 0 0 0'

2-H .I o 0 -AW B CW 01

2j [o 0 BW A 0 -C]

The above canonical form (6) is optimal to the extent that vector X, is that observable vector nearest
(in a quadratic criterion sense) to the actual satellite state vector x."
Furthermore, the assessment of the gap between the actual and approximate state vector, say x1 -X,, appears
as an explicit function of the disturbing torques, say

X1 -xl - (NI +2N2 )x2
It is worthwhile noting that the unobservability problem is decoupled on each one of those characteristic
subspaces of the system transition matrix that correspond to the different disturbing torque frequencies.

As evidenced in Appendix III (section 2.9), the state equations for the optimal observability canonical -

form appear as
0-' 0 0

2E yAY2 +xC 82)o. -yB2.2 'X22 " '.
m H X1 + ( 2E I + (I+2N2) B22 V. .'-

H-(z Alf'+ yC 6')- By 2

-2.,- s 2 2  2 v
.x,- x22+IsT ,% + ".

422 - X22  S2 B22 V

y - [1 0 0 0 0 0 o Io ,X,

6. Optimat observer and quasi-optimaL controLLer

These are built after prior sampling of the optimal observability canonical form (7) to enable implemen-
tation on micro-processors. The simulations use a 100s sampling period and thusters with a 4 10-

3
Nms

minimum impulse. Iw --S
The observer is a plain Kalman filter.
The construction of the quasi-optimal controller is performed as explained hereinafter.

Let 1' be the transition matrix of the sampled system.
First, an asymptotic control gain is computed by minimization of a quadratic criterion.

Then, quantity

is assessed at each sampling step. *, .,
If qK exceeds a user-selected threshold U (U, of course, must not be less than the minimum thruster impulse),
control UK-LV X

* . . is applied to the spacecraft.



* S 4 . • .. .-.....--

Now, if qK is less than U, no control is applied on the satellite.

Thus, estimate XK is governed by an equation of the form

Xkl[I-K 4 [ GUK I+K Yk+1
A

with U K .- L' if q K>U
U - 0 if q<U ' O
K

The simulations were performed with a threshold

U -2 x 1- 2 NMS

7. Simuiation resutts . .

Figures 3 and 4, attached hereto, display the observer's performances when the actual disturbing torques .
acting on the spacecraft contain no harmonics greater than one.
The actual yaw error, it must be stressed, is centered around the systematic error (which does not exceed 0. 12*

) 
.

Figures 5 and 6 display the behavior of the controlled spacecraft when undergoing actual disturbing torques
together with the thruster commands.

Roll and yaw errors are found not to exceed 0.07' and 0 .21e r,:spectively. It is noteworthy that those curren-
tly flying satellites which are of the type analized here present a yaw error about 0.5'.

The thruster consumption values are quite reasonable, say 0.5 Kg annual for the roll thruster as against
0.14Kg for yaw.

The annual number of thruster pulses, say 35,000 for roll, 11,000 for yaw thruster is quite consistent with
the usually accepted reliability data.

ConcLusion

Through a geometric approach of observability, this paper has derived

* an explicit expression of the systematic esmimation error induced by the disturbing torques

* an optimal canonical form for observability enabiing the construction of ar. observer which gives the .
best possible estimation of the spacecraft's attitude ..

* an assessment of those optimal performances expectable from the fine pointing mode three-axis .-.
stabilization 

-

" a highly efficient quasi-optimal controller,

all of theabove fora satellite devoid of yaw sensor and stabilized by means of the bias momentum concept.

It is hoped that the method developed throughout this paper will meet practical applications since it
appears as quite simple and easily implementable on microprocessors.
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XDYNAMIC EQUATIONS FOR A SATELLITE PRESENTING SPINNING APPENDAGES
. Linearization around some prescribed behavior

The non-linear equations of motion for a satellite presenting rotating appendages are first established
through a Lagrangian approach. O O

A simple combination of the said equations, then, enables decoupling of the rotational from the transla-
tional motions.

Next, linearization around some prescribed behavior is carried out

It is assumed hereinafter, for greater simplicity, that the centers of gravity of all appendages lie on
their rotational axes.

1. Spacecraft description 0 "

The type of spacecraft under consideration is comprised of (n+l) parts, say
*one main body S
• n rotating bodies (momentum wheels, solar arrays,..) S, I<i<n

Let index i (1<i<n) refer to all that is relative to body S' (whilst body S has no index).
Then the following notations are adopted

-,=(R,U,V,W) as the reference fr-me of body S * .i -* i -"i4i. (R, , V ,W ) as the reference frame of body Si

G (resp.G ) as the center of gravity of body S (resp.S 
-

* m (resp.m ) as the mass of body S (resp.S

M M as the total mass of the spacecraft

d d (resp.d ) as the vector RG (resp.RiGi)

D as the vector RR
iJ (resp.J ) as the inertia tensor of body S (resp.S ) relative to frame.R (resp... )

i -In as the inertia tensor of body S relative to frame .- -

* 'R (resp %i) as the absolute velocity of point R (resp.Ri)

• as the absolute angular velocity of body S
,l1 as the angular velocity of body Si relative to body S @1 r

(ex) as the resultant external force acting on the spacecraft

Aex)R as the resultant external torque (with respect to point R) acting on the spacecraft. -,-.
i-% -,. - ,

Conventionnaly fram.e A" is so defined that
point R' lies on the rotation axis of body Si

vector WJ is co-linear with the same axis

Hence : ii i .

where Oi is the angle of rotation of body Si about own axis.

2. Spacecraft dynamic equations

The following three conventions are used hereinafter " O

- P1 as the transition matrix from frame A to frameI
- X (resp. 'X) as the components of vector referenced to frame W (resp. .#)

- X as the order 2 skew symmetric tensor

4-)0 -(x): (X)2 .
M I X 3  0 W()

where 0 W T 0
w [(X), (X) (X)31T is any vector of I-i . S -

2.1 Formulation of the Lagrangian equations
i1Let T and T be the kinetic energies of bodies S and S respectively, and

- T+ Ti

be the total spacecraft kinetic energy.
Let all vectors be expressed by their components relative to moving frame .. "
Let T and Ti , and thereby t, finally be computed as functions of the said components. Then it can be shown
that, relative to the moving frame . , the Lagrange equations for the spacecraft may read as follows

ii'a) overall translational equations
d aT -a - - -

0) overall rotational equations
d OT-, + ' ,.7
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Y) rotatioa?, equation for spinnirk apper17<ge ,;
d at T
dt 5T 501oT (ex)

with lx) as the resultant external torque (with respect to rotation axis of body Si
) act in n n

.ex

2.2 Computation of the kinetic energies and of some useful quantities

2.2.1 Exgressions of kinetic energies T and T
Kin;tic energy T may read as

T= VmVR+ j n +m2TdvR (1)-

whilst kinetic energy of body Si appears as
Tij:iT i iVi iT ji i +ml i T d iv (2)

00 1 VR i +m i A A A(2

where is the absolute angular velocity of body S1
.

When the vectors i, di and the pseudo-vector S k are expressed by their components relative to frame 4
relation (2) here-above now becomes

i T Tm i i T n i S m i T , i VTi (3)
T Ki VRi + A A A+'

where inertia tensor In' of body S
i 

relative to frame.* is defined as follows
n
i
= I pii pIT -:;'::

Combined use of equalities :
VRi= VR_ 

-.
T fl

and of relation (3) here-above would enable kinetic energy of body Si to be expressed as a function of VR,
12 and 92i, say

However, as will clearly appear later, T
i 
need not be explicitly developed.

2.2.2 Computation of some useful uantities
The quantities aT 8ri at aTi aTI

and:
d'at Ta Ti d a T d~ d "T

-E -i [2 2T] aT[1 E Edt aVR dt aVR dt a ) dt "' a

which further enable assessment of the lefthandside terms of the Lagrange equations are now computed.

Such computation will utilize the identities

atl aTi*.: BTi bTi* +:.--- 3-'.,i

which are readily derived from relation (4). A avR, * -O

One obtains: mT- mV-man-

-T j92 +mav R  ,.,..RR at • £',m"-°,...

dU
dt av RR
d aT J . md
cit W1  R

and: a "i-

T m(VRi_ A ,i ... ;-i.--
M I'VR-(B' + al),.

- - i n - m + .-
~~ ~ A, (U4dv

( VR + -I n  mi( adi+ai B +5i i)I£2+1 nw--

__i it -i i i
ai A(W Ini- In Wa81 - iT ji I i l + i  

Wi)e . ' .,:

aTi- WiT ln (fZ+J' W) O" .i
. . .. -:..?.... -,.

a ti i n (n + W ')

R
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2.3 Spacecraft dynamic model

The results given in sections 2.1 and 2.2 here-above enable the satellite's motion equations to be
derived. md +Tm (Diid i)
Setting: d: ..

e M
and after some manipulations, the said equations appear in the following forms :.

* s) over'all tralational equations

_M-d i i a i+ M +fXW} 5)-S

e e R R e)

P) overall rotational equations

CJ + In'+ m' a'a' -in 1 '+' a)(1'e) +I}d

+Setj+n in' +m' d d - m(0 +d )(a +d')] I

2. "W- --

+;7i IJWi nr}S(6

+ Mn

7) rotational o for spinning appendage S

{W -C + W (,I ) hIni+ ( , + )+ in W 1 (7)

2.4 Decoupling rotations from translations

Lefthandside multiplication of relation (5) by (--), followed by addition to relation (6), and then
by settinge

j+Ma a•+ .- --' +d ] (8)

yield the decoupled overall rotational equations

( i 6 + In-i- .+-'+ri-_

+i-i i - .

(6 (9) w :.-+ i.+++

+]- In' n W n W,

(ex) R

3. Linearization of spacecraft rotational equations 5
SUch linearization is performed around the prescribed spacecraft behavior.

All that refers to prescribed spacecraft behavior is denoted by a bottom right index o.
Thus 0

fl), U , V , W ) designates frameoa for prescribed behavior.
i is the absolute angular velocity of frame

iMoreover, if is any vector, X denotes the components of vector I relative to frame
0
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3.2 Linearization of absolute angular velocity"

Suppose that frame * remains close do 1"1-1

L et. j € , , 1 "

be the three pseudo Euler angles which enable charactcrization of frame A? relative to frame a,
Let P be the transition matrix from frame Ao to frame )9 . P can straightforwardly be expressed as

0 0.- . ~p= i+O .- 'o
0

Then -.
""-- I --

" " and for any vector :

which finally leads to [ OXj (10)

On the other hand, absolute angular velocity n of frame *? equals the sumamation of the absolute aneul or
velocity of frame lo, say 96, and the angular velocity of frame A relative to frame Ao , say--'r:

• = o +  2'(11) . "

Since (cf. (10))96- 0' + ok "
and E2--

*relation (1I1) leads to E2= 0%7 + (12.1)

* .* with

.-.-

a o % o+_a c~12.2) ,... e

* .. 3.3 Linearization of overall rotational equations

Substituting o + 6 2 for n2 in relation (9) yields, at first order

(i in') 6SA+{oS2(i l (j :I' O2+I - In' 01 1 - In W -n P+
Ei 0 E+ n/ E+ n . (W n-nW nW)} - (ex ?

where
. - -(j + Inl) 0
o E 

,_ 0%( E+~ 1  0% .. °..-

1k 10.

i +In
n W

i n

. . ..0~ ~ 
-n'- --

The torque "#(ex)R is the summation of

* the outer-space disturbing torques, say TR
* the control torques, say R ... S

By splitting the control torques as follows
U = U +u

R OR R
and selecting = - r

oR 0

one may derive the linearized form of the overall rotational equations, say -".

-(JE-
E+ i 0 En

1
)
0
&2o

I(JE+ Zi In) 6 l+ {°2(JE " In)-(JE" Ing+ 0i
(W'InW- I

-
n
1 

w')} 2 : T +
u R  (13) |...2' ""

i

Now let the prescribed behavior be such that o 0 .

and let X be defined by the relation

i'T~~~~ 0 I)'{Sl(+ ')J+ +. l 11 1 W1
X "0E

+ T In1) -
, {°%(JE+ ' - + In E2 

+ 
E 

(
W In - In In W )} (14)

Substituting (020 +0) for 6M2 in relation (13) finally yields the expression of the satellite's
linearized equations of rotation

- X& +x IIx ? I0 +(i I n 1 YT +(.1 In7 _ (15)

E+ .. E

K"



APPENDIX II. LINEAR SYSTEMS AFF'ECTED BY DETERMINISTIC DISTURBANCES

-General results relative to observability properties-

This appendix aims at deriving an observability canonical form for tinio invariant Ilinear syster, s the sta1te- -*

space representation of which may read as

[ j [An Ai: [x~j]Aj((J) 
A,

(5) AZ] [Ai 2] A22(m ,

y, =1c 01x

and which are endowed with the following properties

a) (All C) is completely observahle-
(H) b) matrices All and An2 have no common eigenvalue0

c) matrix A22 is diagonal izable

Such systems and properties will be respectively referred to as (S ) and (H) hereinafter.
a

It is demonstrated that a geometric approach does away with computation of the observability matrix.

Furthermore the unobservability problems are split onto the different eigen-subspaces of matrix A22

1. Preliminary observabli~ity theorem

Theorem I Let that time-invariant Linear system (S') whose state-space representation reads as

{X=A' X

(S) = X

Now, Let P', ,defined as p
m P'Xx) =HQ-x)O'

be the minimal poLynomiaL of A', and Let N! be the characteristic subspace of A' relative to the eigen-
value X!.

Then the unobservable subspace for the system (S') appears as

with V! N! r) Ker C' r) Ker C'A' n ... n Ker C' A',~l

Demonstration of that theorem may be found under reference.

2. Characterization of the unobservable subspace for system (S

Such characterization is performed by setting

A' = [AC 01 J *

and by straightforward application of the theorem here-above.

2.1 Notations

OW(A) is the spectrum of A'
U 0(All Xi ~' p) is the spectrum of A,,I
O (An) (9{.l 1 < j < q} is the spectrum of A2 2

p h
*Pm(x) = AH i (X) is the minimal polynomial of All

* Ni - Ker(Ai, -Xi 1 hI& is the characteristic subspace of All relative to the eigenvalue Ni
* = Ker(A22-/,j 1 .I) is the eigensubspace of A22 relative to the eigenxvalue uj (cf.assump-

tion (H.,)).

2.2 Characteristic subspaces of A'

Readily we have 0 (A') -0(A, I U a (A22)

Then let NV < (Ii~p) and N 2 0 <Ij <q) be the characteristic subspaces of A' relative to the eigenvalues7
)i and i respectively.
These subspaces can easily be demonstrated, since All and A22 have no common eigenvalue (cf. assumpt ion (H.b)), ... ~
to appear as ':,N

((Xj X :x,,,G2 N and x2 -01 1 Ii <p
;!2.

wih(X 2 x 2and x2G E} lj~ I I < j-Z

F .(All -/'. IQ A12

Correlatively, the minimal polynomial Pm', of A' is expressed as

P' (x)' - (Y -x (.q X
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which implies that the coefficient 3.'
L equals Oi if belongs to G(All)

A.. equals I if X.'Ibelongs to 0(A22 )

2.3 Unobservable subspace for system (Sa)

Let V.= f N"n
n 

Ker C' r Ker C'A'C n Ker C' A
'( i-

)} p

V.'
= 

{ N!
2

f
n 

Ker C' } I <j q

Then obviously
(f. nX) ...E {N. fl Ker C Z'-f)I and x2=0

( , X2 C: 
-Er"Since (All ,C) is, by assumption (H.a), completely observable, the theorem in §I provides the demonstration

that N. f Ker C n... n Ker C All 0

which results in the affirmation that
V.'= 0

Similarly
(xI, x2)E V.1 x=- X2".%%" 3 f.1 C F x2 = 0 ' "_-

X2 EE.

xi-F..x2  and x2 E "E.CKerC F.11..

% The following theorem can now be spelt out

Theorem 2 Let matrfx Fj and subspace Vj be respectiveLy defined as foLlows

JF A 1 - PIQ~ I)71A12  I < j < qF *W
Vj ={(x,,x2) : x1=-Fx2 ; x2 EEj rKerCFj} I<j q

Then the unobservabLe subspace for the system (Sa) appears asq a

47= , V.

j=1

3. Derivation of an observabitity canonicaL form for system (Sa
3.1 Reminder a

Let E* be the dual of E. Let-4,V be the annihilator of the unobservable subspace.1

.4/ . { = EE* ; P(x)=O V x E. .
.1 T

Let any element of the dual space be expressed by a row vector such that.+ may read as any matrix N
with independent rows and satisfying the equality : ,wzwU_

N x=O VxE. V

Then an observability canonical form is obtained by setting
T

X N x"

3.2 Characterization of the annihilator .4 of .4"

Let the eigenvalues A. be ordered in such a way that

Vj 0 if j <K

Vj=0 if K<j<q .

Then theorem 2 gives us
.P K

= V.

j:l "

Now, let Q. be the projection operator on E. along the direct sum F E..

.3 .

The following is then readily demonstrated :%
K K N:

(XIxi- 2X F. Q. x2  and x2E Z (E r) KerCF) }

since: K K
since :J (E.KerC F.) {x2 E E E.) and (Q x2G KerC F. V j I j <K)}jji J |J G--,,,Ij=I1

K
j€l Q m )X2- 0jx =,' '''"..... .

SCF.Qj x:0 Vj I j<K
3- ,

0 ."° . ,

*. i

.1'. . "



.~~~~~ .

we finally obtain K

j-l j 3I
K

m Q1

(, X) 0 CF1Q, I [] 0

o CF QK

Then, the annihilator J' of f' is characterized by the independent rows of the matrix hereabove.

3.3 An observability canonical form for system (S
T a0

Let So and ST 0(li- K) be respectively the matrices built with the independent rows of the matrices
K I

(Im-.Z ~ and C F.Q. (I j11 K) .

Now we shall demonstrate the linear independence of those subspaces of E* which are respectively generated
by the ST (0< j4K) rows.

J T
Let s be any element of S. (0 <j <K).

Then, the relation K
j0a. 0 0

reads K

ja.s (x) 0 V xEE

Now, since for xc=E. we have

we derive from the preceding relation

a. s(X) 0 V XE E. l K

a.- 0 I~i<K

Finally, we obtain
a. =0 04j<K P ~
3

We can now set the following theorem

Theorem 3 With the above notations, an observabltity canonicaL form for system (S a) may read as
K

T
So

~X2{.h1X2

4. Derivation of an optimal obsarvabiLity canonicaL form for system (Sa

We shall confine ourselves to the case of periodic disturbances.
The eigenvalue of matrix A22 can therefore be-written

MU.jcW )A. .- j ('
3 3

We r~et

G!- F.Q 1jK 'S
T 33

j. G!T ..

and we denote by 'A and 2
A respectively the real and imaginary parts of the complex matrix A.

With the above notations, the observability canonical form derived in theorem 3 (see section 3) may read as:

x2j- s.T X2 0~j<K

Now, let KAT T T

be any projection in E* of G onto the subspaces S.

Then, any form of the type T -T .0
Xt - XI+(e + e ) X2

X -ST x2 0(j<lC

will be canonical for observability.
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Our purpose is to utilize a priori knowledge of the disturbances to calculate the AT matrices in such a
way as to minimize the difference X1 -Xli (1(i(), thus leading to the criterion:.

J.-E{ rt n - l( -x i. dt T

vhere Ef.) denotes the mathematical expectation. ,

After a few manipulations, matrix may be shown as :-.

AT. (S."1** "

where semi-norm M. is expressed as : "[ .%%
a N1- E X IQ. x2idt

and where ( +)+ - (S* M S.) " S * M. . . O

jN. 
,' a

' denotes the pseudo inverse of the matrix S. for the semi-norm M..

'.' Nov, we proceed with the computation of ."

Keeping in mind that d(C X)- P G X2

leads to: dT - -
x2  MCT T s)X 2

Bence - ,, x ,+ A12 x 2 - E(AI, -Pj It (GT.x ST) x 2

- E(All +.u it)( _ST =T..

%Since T
S n •(An, -I i )' G j- (Am, I- jjj It F j Qj 

%J ,
" A ,Q .-.- -.-

the following identity holds : (..-.(- T A12 Q. -.A12 Q. (S )j ST

Finally, we have : ,-A, X+A i2  I - (Q.+ .) x+A ,2  Qj[S. 1T TXIAj XA, (Q + 2 A,2 J(.) I S.
+AI2 { Z i(' ) jT + -2j a "oo° ".

Considering the isomorphim of algebra.1# M -#n(R)-.'.'.-"
i ~~A 2 A" , . . .' " "

A- 'A+ jA --- f (A)- [2 A  IA] n-W.

where A (K) denotesthe algebra of square matrices n-n on the field K, gives us

Theorem 4 The optimaL observabitity canonical form for system (S appears as :

X - x, + 2 2 N. x2 % •

SX2  . 12 Oe

T

Witt, TS%,
N-'T- G0T GTI[(S.)+ SaN.- G a T  i T  i "

rM

~~J 0 :a]

-. . (%) 
""' "-"

Theorem 5 The state equations of the optimaL canonica. form may read as

ii , I A 2 B X2 o.2A ii I q 9 (S!) T [ .1j

io -, A2X" 
% %

Where B is given by "

and A; is the matrix of the restriction of An to the subspace . .. * *

........ %,..s..[% %;:' " " ".



APPENDIX III. LITERAL CALCULATIONS

This appendix develops all literal calculations required to obtain the linearized dynamic equations of
the spacecraft as well as the system's optimal canonical form for observability. It directly applies the
results of the foregoing two appendices to the specific satellite case considered in the paper.

1. Spacecraft Linearized dynamic equations
1.1 Spacecraft configuration 0 . 1

The satellite consists of
* one assumedly rigid, solid body S
one momentum wheel S"

* assumedly rigid solar array wings 52

The wheel S1 and the panels S2 rotate about axis V of frame -. .
Transition matrix P

2 
from frame 0 to frame A

2  
reads:

S[cOs 02 0 sin 021 .
0 0 0

-Sin 02 0 cOS 02 .

As a simplification, the centers of gravity G, G' and G2 are assumed to be aligned. ' .

Let Ge be the center of gravity of the whole spacecraft.
The vectors G - -

E e le

E G2 . d' - de~.*.

and the inertia tensors S, il, J--2-- '- ?
are selected as equal, respectively, to

E -G"de E dde GE G0
"

for the vectors, .-1-...-1
and 12 = hy j 1 =. ' .

IL hxI] Ipi [x h.=h_.j ..

for the inertia tensors. ,,. . .

1.2 Prescribed behavior

First, with the classical conventions, the instant local orbital frame

tL (GE, L , L' i L ) is defined

WL : yaw, along the downward geocentric wih •ointd nth-sm
• L:roll, within orbit plane, such that 1 L with UL oriented in the same ' "" -. '

sense as velocity of GE
• * L : pitch such that AL is a direct orthonormed frame. . ' -' °

Relative to inertial frame ,1, frame ALrotates about V with angular velocity modulus of earth
rotation velocity). Ltanurvlct- (.mduofet

Spacecraft frame - is the direct orthonormed frame formed by the principal inertia axes of main body S. -. .
If the prescribed behavior is fulfilled, spacecraft frame W and local orbital frame 9L are coincident at
all time, i.e. A 0 - AL .

The three pseudo Euler angles that enable transition from frame "AL to frame A appear respectively as : .,

with P - roll
*- pitch . , -O

= yaw
Then, for the prescribed behavior

Oie -10 OI
T

1.3 Computation of (JE+ZIni) and X (see appendix I, section 3.3) "0"'
Let a(t) -(I+md

2 
)+(hx+mt(daf+ [(px+pz)-(Ipz-Ipx) cos(202 )] . , ,

b(t) - sin(20p

ct-12 2 e( 6p %.C(t) - 12- (13+md
2

)+(hy-hx- mn(d)
2

)- I(IpX+IPZ)- ('pz-'px) cos(20
2 )I .

e(t) -(I+ md2 )2) + (h ) + [(IX+ Ipz)+(Irz- IpX ) coe(20 2.

fM) (+ 
- 12) + (h x +m,(dn) 2 

-hy)+ [(IpX+Ipz)+(Ipz-Ipx) cos(202 )]

g - 12 +h +1
y 

Tpy
H - hy w,
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Then 0 b

JEi Se -b 1
0 ae - b2

J-1= 0 0
E 01L 0i-

and:
b -)+H0 ~b 2 + ce) + H e

X. 0 0
(b w 2 a f)-HI 0 -b[.(a +c) -HI -. .

1.4 Linearized roll-yaw equations

Let TZ and TX be respectively the components on the yaw and roll axis of th se disturbing torques which
affect the satellite.

%Setting - He

Hb
as a-b 2

Ha
z e=b

provides the linearized roll-yaw equations with the form

1.5 Numerical values

The following values were adopted in all numerical applications
11- 12 -13 -1,000 Kg.m2

hy 0.9625 IKg.m 2

Inn 300 Kgm 2  T IY.1&,300 Kgm 2  I PZ' 4 ,001a Kg.r?

H - hy (A), -50 Nm. a.

w-7.27 x10-5 rad/s.

* 2. OptimaL canonical form for observability

r.*Matrix A22 has three double eigenvalues, which are
1110 P2-j -W 2.

We shall denote the three relative eigensubspaces by EI,E2 and E2! respectively.
Matrix Q1 of projection on eigensubspace El reads

' i 0 0 0 0 01
0o 1 0 0 0 ol
0J 0 0 0 0 01

Q jO 0 0 0 0 01
02 0 0 0 0 0P
0 L 0 0 0 0 0

Matrix Gj of projection in eigensubspace E2 reads

Fo 0 0 0 0 0
0o 0 0 0 0 0
0o 0 1 36 0 0

10 0 0~ 0 1 -

Straightforwardly, the projection matrix on eigensubspace ead as % 4

Comutaio ofmatix(Ali -pt1,)' by Leverrier -Souriau's algorithm yields

(A, ' ~ ~' -dop44 d, p3+ d2 p
2 + d p+ d4

*with BO - 14 81 All

I .0-W ~ yXZ

-W xz-y2 W -40 y
z~ 0 -Wy -Wyx) y
W(y2 XZ) - y 0 -(.Jxl

- y-x Z) ~ Wy

B3 (y-x z)000
W (Y-x Z) - Wy 0 -WXL 0 0 C.2(y-x z) 0j'.



T T
2.1 Computation of G, and S, -I

Knowing that .

GI- F Q,
TS - C F, Q,

with F, " A~'A12

we readily obtain cTL " 0"0 0_]

and 0 0 0 ]
2.2 Computationof C., 2 ......

GT = 0 0 0 00 0 0 0

and :S T = C F
, = 

[ 
0 0T 0"0z.

2.2 Computation of 2O,1,,, T ">-: '

E W W3(W+ X+ Z)

and knowing that (F2 Q- )

C 2 -•. i(F 2 Qo). . -.

2GT
C2 fm (F 2 Q2 )

2= .e(CF2Q2)

2 "IX (C- F2 2 )

with h
F2 -(All- jWJ I4)71 A12

we readily obtain: -"

0 0 -AW B CW 01
T 1 0 -BW -AW 0 C--GT . 0 DW 0 -A" -Bn.

0 0 D(J B(,)2 -AW . t."._

0 BW A 0 --. "
T 0I 0 -AW

2  BW CW
2  0

0 -AW Bw CW 0

2HE

Is [ 0 0W A 0 -C,

+* T

2.3 Computation of {(S T I

Assuming the expectations of the amplitudes of sine disturbing torques to be known, i.e. .
EMIT12 I 2  -tov
E{ITx, 12

yet with no assumptions as to their phases (probability uniform on [0,2r]), matrix M2
M2 E 'Q2X2I [Q22x21 dt}14= - E{ . ., ..-- -'. .' -

may read as

0 0 0 0 0 0 ,* -
0 0 0 0 0 01

0 f2 0 0 01
M2,- 0 o . '2-0 '-0

S 0 0 62 0 ] ; r %

0 0 0 0 0 W
2 ,2

Now % .

(S2)+ I (S
T 

M; S2) S T 
M; - '.,

We shall first compute the term (ST 1 M; S2) -

"1'[ [42 0 ]. ...
We have :S, w2(( 2)+ 6- "L "."]

[:ST2 (21) L S _S
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-. and

"'% A 2A+B.") 7'r+ CZ 62 . .i -
FS. M; ,)

S Thereby

{(S ) I - (2HE) 0 'II 2 'S2-

10 I o 8 iS 2  's

* ::: 2.4 Computation of ('AT I'A .
Remembering ['that

gives us 'AT  'GT 82'S 2 +T 8,2 0
'W2.-'(;T +' 2 -S2"'--

whence :. . -

0 "

0 LO

tAT 2AT -A{D72 C 6' -B(D7'+C 62}(A
2 + B2

) ' 2 + C2 
82 (A2'+ B)'+C 2  

2 -..

Bw{D'_ 2 
+ C 62) -A w D v-2+ C 62 }

(A + B2),y1+ C1 82 (A'+ B
2 ) -'+C

2 
S2

2.5 Computation of (2N 2 )

Having in mind that 'As I AJi_ -

and setting
X - D 72 + C - "Z =(A2+ B2 ) -f2 + C, '"""

we obtain : -(A'+,')7.-.-S'
0o 0 0 o 0 1

N2n,- ooo.- 
.'(A.. 10 0B 22X0 0 {D- A+ ]

,O  0 {LX -I }A - {Lx-I}B""'' "

10 0 0 (D- (A2B)X})- {I--IXBw .2 -I
L. Z Z'°-''.

2.6 Computation of 2A12 I Q2 2Q2JCSq +,)T

The equality 0

00 I~

leads to

[ 0 0

2A,2 ['Q2 [ ,I{(S,, .. 2E (y A 7'x) o y 8 2G
2 {(A'+B')7'2 + C2 62 1 0 0 J

-(zAT 2
+yC 6

2
)W -zBYl . -

2.7 Computation of A and N,

a. Straightforwardly:

and W. -0I

0 0 0 0 0 0

N, 0u 0 0 0 0 0 1

L 0 0 0 0 0.

0 0 0 0 0 01
L. .@

S .



2.8 Optimal canonical form for observability

This may read as
X,- x, + (NI +2N2)x 2

X1- STX2

2X2 S2 X2

with (see sections 2.5 andx 2.7)

01 0-. 0.00
0 0 0 0_0_

N +2N2=L - A D +'X) LX- A L 1
0 2) 0 0 {D-1C. (ic~ W i X)B X - A

z~B) z zy1

and with (see sections 2.1 and 2.2) { ~ ) ~ no ~ lA
TS, -- 0 1 0 0 0 01

'S 0 0 -A- B Cw 01

2 L 0 0 Bw A 0 -C]

2.9 state equations for the optimal observability canonical form -

For their deterministic part, and using the results of section 2.6, these equations appear as

Fl Al ,+H X E[X2
IA-I-( A 2+YC 8)W -fB2~ W 1

22
X,- ~ L Au1 X2  2)2

X1- 0 .iq-

-i - 2X2

%2 - IX22

%



MULTIFUNCTION SPACECRAFT ATTITUDE ESTIMATION AND NAVIGATION SYSTEM.

b"

X UTFUCIMSAEDr.J.C.AMIEUX, B.CLAUDINON N AIAINSSE

0 MATRA Space Branch, VELIZY

ABSTRACT

* -The primary function of a spacecraft attitude control subsystem is the attitude determination
and, more generally, the state estimation (attitude of the main body, appendages and flexible modes).
The so-called "optico-inertial concept" is first described with application to a number of modern "
spacecraft; an example of implementation using space-qualified microprocessors is given in detail;
the state estimation of a flexible spacecraft is then considered, a technique which can be readily
implemented on existing hardware.

The extension of this concept to autonomous orbit control of an orbiting spacecraft is then - -
considered for future development.

INTRODUCTION

The attitude control requirements of new coming spacecraft on the one hand, the qualification
for space of inertial class gyroscopes on the other hand, have led the designer to implement the so-
called optico-inertial concept. It is based on the optimal mixing of sensors having different spectral
characteristics : gyroscopes with a high bandwidth low noise output, corrugated by long-term drift,
and optical sensors with comparatively higher noise, lower bandwidth but no drift.

The technique implements basically the Kalman filter theory, which has been made possible by
the qualification of spaceborn computers and even, as will be shown, by microprocessors.

The applicability of the concept seems only limited by its relatively high cost (development
cost but also weight, reliability and power requirements on the spacecraft). As a result, this approach
is used whenever required by the mission. As examples, and historically, the first missions to implement
the technique were the astronomical sources observation (OAO, IUE, EXOSAT, and now HIPPARCOS).
The second missions requiring high angular rate stability are the Earth observation missions

(LANDSAT, SPOT). The third class of missions is the telecommunication mission from the geostationary
orbit, especially when large solar arrays are implemented to provide the high power required by the
payload, inducing large perturbating torques, incompatible with the more commonly used techniques based p
on angular momentum conservation.

Now, in order to increase the ratio of the payload mass to the service platform mass, light
structural elements are used resulting in very flexible spacecraft, especially for the solar arrays but
also large antaenae and booms. A spacecraft state estimation is then required; it is defined as the
main body angular position and rates, steerable appendages positions and rates, and flexible modes.
The estimation of these variables is obtained by digital processing of high-bandwidth detectors outputs,
(gyroscopes,relative motion detectors, infrared and radio frequency sensors)..

The MATRA Space Branch has been involved in the development of this technique since 1977, in
various research and development programs with C.N.E.S., E.S.A. and INTELSAT (SMAOII, SIOS, 1ASS and
IADES contracts), and in spacecraft attitude control development for C.N.E.S. and E.S.A. (SPOT and
HIPPARCOS).

The research and development programs now being conducted are oriented towards the rendez-vous
and docking techniques between a chaser satellite and a target satellite, both in low, transfer and
geostationary orbits. As a candidate for these applications, we are now thinking of increasing the
autonomy of the orbiting spacecraft for navigation and orbit control function. This leads to the
"autonomous station keeping" of a telecommunication satellite and, more generally, to autonomous
spacecraft navigation as an extension of the basic concept.

OPTICO-INERTIAL CONCEPT AND ITS GENERALIZATION TO SPACECRAFT STATE ESTIMATION .

As shortly exposed above, the so-called "optico-inertial concept" is based on optimal mixing of
sensors outputs with different spectral characteristics. %

The information gained on a number of flight-qualified sensors (infrared Earth sensors, Sun "'S
sensors, star scanners, star trackers, radiofrequency sensors, gyroscopes, accelerometers and resolvers)
allows to define two broad classes of output spectra.

Figure I shows the output spectrum of most optical sensors, modelled as a colored white noise .. e..

(i.e. white noise filtered at some cut-off frequency and sampled). Figure 2 shows the output spectr um
of most inertial components (gyroscopes and accelerometers), modelled as a random walk process (low fre- . ,a
quency) and a white noise filtered at some frequency (usually 5 to 10 Hz).

The mixing of these pieces of information is realized by an on-hoard Kalman filter, implemented 3 "
. in the software of the on-board computer. The optimal filtering approach is efficient in this application

owing to the fact that both the dynamical model of the spacecraft and the sensors noise spectra are
' accurate, a rarely encountered situation.



I. GENERAL KINEMATIC MODELIZATION

_GXo_.c__o~emodel1

The SiC rate on gyro sensitive axis is

- m+ D + b,

" '

where b is a white centered noise O

TE(bl.b T  
Q, 6(t-T)

D is the gyro drift modelled by

D = b2 (random walk process)

b - white centered noise :E(b,.b = Q. 6(t-T)

w m  - gyro rate output.

7Spacecraft annular rates model .:::.i

When a redundant set of gyros is used M N .

where Q is the absolute rotation vector in body axes.

Therefore we obtain
M' w + M'D + M'b-- Y + D' + b'

T -1 T Y measurement vector in satellite axes
where M' =(M N) M_

D' M'D : imaginary drift such that
M'D = M'b = b'

- - -2 2
Ir.~b bT) =MQ MIT2E (b'2 2

b' E (b' b'T) M' Q1 MT_- I -'b : 1 ( ' 1"" ' ""

The model becomes

p =yl + dl + VI1

q =y2 +d2 +V12

r - y3 + d3+V13 V13

dl = V21

d2 = V22

d3 = V23

Now, for any application, we have to derive the kinematic equation relating the absolute
rate vector to the angular rate of the spacecraft

S1
Introducing this equation in the previous set leads to the usual state space model

AX- Ax + Y + V.

Low frequency sensors model

The reference sensors are modelled by a discrete process

I K  HKK + VK
where

Z is the sensors output vector
X is the spacecraft state
V is a white noise

so that E (V . VT) = R 6(t-T) . O

.'Kinematic filter equations

The linear Kalman filter in its discrete form is processed any time a sensor output is
available. This method avoids any matrix inversion; the filter routine is used sequentially
and the small delay induced in the processing does not usually lead to significant errors.

Filter equations

Xk+ 1k+1 "k+I/k + Kk+1 (Zk+ - Xk+l k )

Xk+l/k "'k/k + GUk

S = ~k+kHT (H HT )T- "K"-
Kk+l Pk+l/k (Pk+I/k

Pk+l/k = Pk/k + Qk

%
"-"::::.::

-4 i ' i %
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2. GENERAL DYNAMIC MODELIZATIO..

A dynamic model of the complete satellite is obtained usually by thc modal rtpresntation,
resulting in a linear approximation of the following form

xT (q] I q2 9 q3 q "q l q '

= AX + B Iu + D) with q1 , q, q as rigid body variables

Y CX T = ... um )

u is the torque command vector

1) is the disturbing torques vector

Y is the sensor output vector

.- The state estimation filter ha, the same structure as a Kalman filter (non-minimum order observer).
Due to real-time constraints, a reduced dynamic model is used (only modes in or close to the -
control cut-off frequency are relevant), and constant gains are selected.

The state observer takes the following form

K 'K/K I + L (YK- C X/K-)

XK/K- = FK + C uKI

uK = -K

3. BLOCK DIAGRAM OF THE STATE ESTIMATION PROCESS

% The block diagram of the complete state estimation process is depicted in Figure 3, where the
inner loop refers to the dynamic filter for short-term control of the spacecraft and the outer - "
loop mainly updates the inertial reference drifts.

ILLUSTRATION OF THE CONCEPT : THREE CASE STUDIES

This concept has been studied through three different research and development programs. As an
illustration, both theoretical simulation and physical implementation on the ground hardware have been
performed, first to evaluate the long-term behaviour (outer loop performances) and then the short-term 1 .

behaviour (inner loop performances).

% I. LARGE GEOSTATIONARY SPACECRAFT ATTITUDE MEASUREMENT AND CONTROL CONCEPT

Most telecommunication satellites attitude control concepts are based on the conservation of
angular momentum; when oriented perpendicularly to the equatorial plane, this property will
maintain orientation around the yaw axis (satellite/Earth line). However, solar pressure tends
to drift the satellite angular momentum; when an Earth sensor is used to control both pitch and
roll axes (perpendicular to the orbit and along the orbit axes), the yaw error is limited in
amplitude. This is the orbital gyrocompass effect. Now, when increased power requirements or the
need for bigger platforms appear (space platforms, antenna farm satellite, etc.), with the same
stringent yaw pointing accuracy, this concept requires an angular momentum unachievable with the
current technology.

A direct yaw measurement is then necessary. A number of optical sensors have been investigated
(Polaris sensor), but the most straightforward one is the gyroscope.

As an example, in Figures 4 & 5, we describe a configuration where the attitude measurement
assembly consists in:

an infrared Earth sensor-"' -

a gyropackage with three components, the sensitive axes of which are skewed in roll/yaw plane
a digital Sun sensor, located on X face of the satellite, providing information around yaw,
for a reduced length of time, once per orbit.

Figure 6 depicts the short-term measurement and control concept : the pitch loop is driven
by the IRES output, and is decoupled from the other axes. The roll/yaw axes are coupled and driven
by gyroscopes rates outputs. The torques commands are a combination of errors and their integral
(P1 control).

The Kalman filter, taking into account system transition and observation matrices, computes gains
to update the new angular errors estimates % and Z and the new drift estimates aX and ax z X %*

A typical long-term behaviour is shown in Figure 7, with two periods of Sun observation (30 hrs).

This concept has been physically implemented by MATRA and C.N.E.S. under the IASS contract for j . .
INTELSAT. Sensors were mounted on the C.N.E.S. 3-axis controlled air-bearing table, and computation
performed on the ground computer (SOLAR 64).

2. EARTH OBSERVATION SATELLITES ATTITUDE MEASUREMENT AND CONTROL CONCEPT
* -4

Earth-oriented payload may require b~th angular rate stability (10 degree/second) for imagery
and a pointing accuracy better than 10 degree for pattern recongnition. The satellite orbit is
helio-synchronous so that the Sun vector is at a constant angle from the orbit plane. A variety (f
configurations have been investigated in preparation for the national and European Earth observation
program.



Fig 4 -ON (2Q3!T COAFG''94T,10
v*

Fig51 SENSORS AAD ICT JOPS
Skewed reat ion wheels ARPP.A GEk'ENT

4 h2 Digital sun elevatlon

x li'g 6 -AOPi'-!1/L M",ODE CCNTPDL L, LI/S

Gyroscopes

0 HC

* I H

diTx

% IH.

A H 1  H,*

,OX , I

d0  t1 0 H 22

I H

T
yI T.I5,

* H 2~ H

1 * *y

KY
2



()-6

I9

-. -.ii.. . Q

.. ) g

a 0D z. 0 0' 0- 0. 00 S0I-.(.s 0.1 6"0 'a 0l

0 l-5 I) - - (
0 o 0 01 o 00-Ps 0 00 'a -6s* O S 08 0

.. .. ... . . . . .. . . .. ------

.... .. ---- -. --- --- ... ----....
0 --- 000 -- -n 0-- 000.. ..0 -...00 00 0 -5 Z09 sZ~ 0 0ts oa 5

01.' C90
1100 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ L lz"10 l 0' 'O!~0 .1 59!0 0" /0 0 .1 /0 0 (

W :LL W LL

........ . .. S . . .~

'-U-1

-

L

®R0 e9 e00
(030 1w HOw3~~3H 00 ~l(lfs



0~*' *°... ..-. ,

One of the most promising concepts has been investigated up to the breadboard level; it makes
use of the orbital rate which allows the implementation of static CCD linear arrays, scanning, the
celestial sphere.

Short-term attitude measurement is performed using a set of six gyroscopes, implemented in a
dodecahedric configuration. Control is performed by three magnetic-bearing reaction wheels,
oriented along the spacecraft principal axes of inertia. 01

Measurement equations are described first in some detail, showing the complex star sensors
outputs, combining all attitude errors. At one instant, attitude is not fully observable;
continuity of the estimation process is ensured using the satellite model prediction. After at
least three stars crossings, full observation is possible and complete estimates of spacecraft
angular position and drifts are available.

Measurement equations

.... .... ... .0 .
The star-mapper geometry is defined by angles and y .

* As the spacecraft orbits the Earth with the Z axis
aligned on the geocentric, the star-mappers field of -
view swaths the celestial sphere. Known stars are
observed, and both the instant of crossing and the
number of excited CCD elements are recorded.

Error signals are obtained by comparing the sensor output with known star ephemerides

AX = AB = - cos y - siny "*

At =- = __ (tg sin y + 0- tg B cos y)
w W)

0 0

For star-mapper I y 0; B = 45"

so that AX1  = -d + WI

At, + WI~*0 0+ 0

For star-mapper 2 Y -90 ; = -45"

so that: AX2  l,+ W

At2  -'

A full simulation of spacecraft dynamics, orbit kinematics, star pattern, estimation and control
scheme has been performed.

A typical case has been recorded hereunder. Six stars per orbit and per mapper are generated with
a non-uniform distribution, in order to have a complex variation of gains and error covariances.

The times of transi. stars in SMI field of view are : 100, 600, 1500, 1800, 2500, 4000 seconds,
and for SM2 : 200, JOO, 2000, 3000, 5000, 5500 seconds. W,

Nominal records

Hereunder we recall the nominal data used for reference records

7 initial state : = = 1 degree O_ O

-5d I = d = d = 8 . 10 deg/sec
I 2 3

r initial estimation e = =p=d, = -d =d = 0
I 2 3

-3 2
continuous state spectral density : VI = V1 2 = VI3 = 10 (deg/hour) /Hz

V21 = 22 = 23 = I09 rd
2
/S

measurement noise standarddeviation

star location : - 9 . 10
-  

deg
transit time :7 = 0.015 sec

initial error covariances %

a ttitude : I deg
2  

'eg/ 

oOr)
drifts :0.01 (deg/hour) 

2

orbit altitude :700 km

number of stars per revolution : 6.



We have recorded the evolution of the state vec tor , ", . , , -. .

values are to be multiplied by the factor indicated t t , il s .d 1!1 t!". ,I) I .

A breadboard model of the attitude measurementt uii t h s .-ev il 1 iI !,%' I'.\A!.\ ..

SMAOII contract. A set of four SAGEM gyros has been selected; ittit,. iO II'll i t iiI "|
were implemented in a digital unit using two CMOS I t-bit micr,,pro, e s,,r, H.A RIC 1-1 1 . l wl r Ill

was mounted on a C.N.E.S. 3-axis servoed air-tlearing tihl ; a ,;rounid rrn pull'f o l A". ,is' I
to simulate star sensors, the orbital kinematics, and the spacecrat * iv s .1 ,viti - i. ",' ii.t ,
performances were verified, and performances below U)) Arc seconds wvri ,ttain,.

This pi-ogram has allowed the validation of the concept for a cutur i' t.t:: i.,

3. FLEXIBLE SPACECRAFT STATE ESTIMATION CONCEPT

In a special research and development contract, awarded to MATRA by INTIF.SAT (IADES contract),
we are currently investigating the enhancement of a large communication platform short-term attitiih.
pointing accuracy.

The satellite is described in Figure 9. It consists of a main body, carrying large solar arravw:
and an offset antenna, gimballed around two axes by an antenna-pointing mechanism and carrying a
radio-frequency sensor.

A first investigation of independent control of the main body and large antenna was made, showing
the limitations in overall pointing accuracy, mainly due to uncontrolled flexible modes.

When better performances are required, namely in station-keeping, when the solar arrays and
antenna flexible modes are excited by the thrusters pulses, a centralized state estimation and

control must be performed. Digital processing of gyroscopes rates, the main body IRES and radio-
frequency sensor outputs are performed, and modes located in the control bandwidth and slightly
above it are observed and controlled.

Figure 10 shows typical simulation results with the enhancement of transient performances.

SATELLITE MISSIONS IMPLEMENTING THE CONCEPT

The optico-inertial concept is currently implemented in a variety of on-going space programs. We now

give a short survey of those satellites design.

I. ESA EXOSAT MISSION

ESA has recently launched the EXOSAT spacecraft, the payload of which is devoted to the study of
astronomical radiation sources. The attitude measurement assembly is based on a 4-gyroscopes inertial '
unit (FERRANTI), updated by filtering on the star tracker outputs (SODERN). The spacecraft attitude
control is performed by cold gas actuators, and limit cycles of one arc second are currently achieved.
Drifts stability has proven excellent (below specifications).

2. SPOT MISSION

The C.N.E.S. Earth observation program first satellite is currently manufactured by MATRA.

The attitude measurement sub-assembly is based on a 6-gyroscopes inertial unit (SACEM, MATRA),
an infrared Earth sensor (SODERN), a digital Sun sensor (MATRA). Performances a, ,'xpected to be

lower than 10
-4 

d/sec in angular rate, and 0.15o absolute pointing accuracy.

3. L-SAT MISSION" '' ""i'
BAe is now manufacturing the ESA direct TV broadcasting satellite. The attitude measurement

assembly consists in a 7-gyroscopes inertial unit (FERRANTI), 5 on the yaw axis for reliability
requirements and 2 in the roll/yaw plane. IRES and RF sensors, mounted on APM, are also envisaged.
This mission implements both short-term state estimation of flexible modes and long-term updating

of the yaw inertial reference.

4. HIPPARCOS MISSION

E.S.A. is now initiating the HIPPARCOS program, aiming at mapping 100 000 stars in our galaxy,

the coordinates of which are to be obtained after ground processing at an unachieved accuracy

(0.002 Arc second). MATRA is prime contractor for the satellite and the payload. AERITALIA is:_ .
main contractor for the platform. MATRA and BAe cooperate in attitude measurement and the control
subsystem. It consists in a set of 5 gyroscopes,and attitude information is obtained from two
slit-type star mappers, located in the payload focal plane. Attitude and drifts updating is made
at a random rate (10 to 100 seconds). The performance is expected to he lower than 1.4 Arc seconds

on three axes.

A posteriori attitude reconstitution is expected to be better than 0.1 second, a performance
achievable owing to the good quality of star mappers and gyroscopes. Attitude control is performed '
by cold gas actuations.

Several new inissionswill implement the concept, namely the EURECA platform. .40, • °- '

• .
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AN EXAMPLE OF PHYSICAL IMPLEMENTATION

In this section, spacecraft on-board data processing is first considered. A description of the
"intelligent unit", performing spacecraft state estimation, is given; it is based on standard space
qualified components. Newcoming hardware is then considered.

The physical inipimentation of our concept is made within the frame of the E.S.A standardization
of on-board digital processing. Figure II shows the selected architecture, centered on a serial data
bus (on-board data handling bus), driven by the platform controller, and on which are connected "intel-
ligent" and passiv units.

Figure 12 presents the block-diagram of hardware developed by MATRA for C.N.E.S. (SMAOII), with -"

a bi-processor organization. The microprocessor is a HARRIS CMOS 6100, a twelve bits processor, which, """" -
until recently, was the only microprocessor available in Europe with radiation hardening sufficient for
long-duration space missions.

A first microprocessor is used to manage sensors and to provide the short-term state estimation
(gyros projection and integration); the second microprocessor implements the Kalman filter and manages "
the interface to the external bus. The software size in microprocessor I is 3.8 K, including the fixed- -"
point library; with a 5 Hz gyroscopes acquisition frequency, the execution time is 50 ms with a 2 MHz
internal clock (safe design). In microprocessor 2, 6.0 K of memory are used, including floating-point
library; execution time of the Kalman filter is 3.8 seconds, a delay which has no influence in this -
application.

Space-qualified hardware is in constant evolution; a new microprocessor is now selected for space t 7  "5
application, owing to its resistance against radiations encountered during a 10-year mission at a geo-
stationary altitude. The new units will be fitted with the TEXAS INSTRUMENTS 16 bits SBP 9989.

AUTONOMOUS NAVIGATION

On-board control functions for the recent S/C designs comprise trajectory or orbit automatic
determination tasks. These techniques involve the mixing of inertial measurement (accelerometric and
gyrometric packages) and external measurements.

In order to simplify this paper, the presentation is restricted to two particular cases which have
recently aroused considerable interest

autonomous station-keeping for a geostationary spacecraft -,ou-"
autonomous relative trajectory estimation during a low Earth orbit rendez-vous.

1. AUTONOMOUS STATION-KEEPING , . ,

In general, autonomous navigation algorithms use two external references (the sun, planets or stars).
We will present below a promising method for autonomous orbit determination, which uses only the sun
as an external additional measurement, since the Earth reference is almost always available on-board -
a geostationary telecommunication satellite.

The problem is the determination of the two out-of-plane parameters : longitude of ascending node Q"
and inclination i, or the orbit pole vector components

- i cos Q (1 : longitude of ascending mode, i : inclination) _
n - i sin •

Assuming a perfect and circular orbit, the solar declination measurement in a meridian plane of the
satellite gives the instantaneous latitude of the satellite (assuming also a perfect control of the
pitch axis in the N/S satellite Earth plane) ",e.. .

I - sin W t + n cos wEt S.

where wE is assumed equal to the earth rotation rate and t is known. If we assume also that the node O O
position is known, the orbit inclination can be derived.

Without the assumption on nodes position, two measurements are necessary with different Earth-Sun %
direction. Thus the determination is only possible over a significant period duration. .

In order to show clearly which type of measurement processing is preferred for the orbit determination,
a typical approach is developed in a few lines. The orbit determination uses only the Earth-satellite- O '
Sun angle measurement and a reference clock;

Z line of nodes
Figure 13 %
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Let us take a reference axes system in inertial space, characterized Iy i North-poi nti n ' axis and
a X axis pointing along the first point of Aries.

The mean longitude of the spacecraft measured relative to the first point of Aries is

+ W + M
with

: longitude of ascending node O O
o :perigee argument
M mean anomaly.

We also use the pole position vector and the eccentricity vector

n - i sin 21 pole vector (i : inclination)

=-i cosi 71

=360

x - e cos (2 + w)S
-eccentricity vector (e : eccentricity)

* - -360
M _e sin 61 + wo)"" "

-  
"'"

M

The mean longitude is given by : = tO + (D + G)t
where -+ -Gt +

whee = dG/dt G : Greenwich sideral time .

DG = drift rate relative to Greenwich

Consider the rotation vector W which defined the rotation of the Earth-satellite vector U from
nominal to actual one.due to orbit perturbation. The Z component of the vector includes the S/C
mean longitude variation (drift rate effect) and the eccentricity effect; the projection of W
in the XY plane defines the inclination and the line of nodes of the new orbit

W - -i cos 
F

W -i sin Q

W A + X sin t Et 
+ cos W Et

with D .

We note S the satellite to Sun vector. The problem consists in the determination of W, knowing only *?: S
the angle between U and S as seen from the satellite with

X - Sun-satellite-Earth angle

XI - Sun-Earth-satellite angle

Angle XI is given by:

Xt - 180 - X-

with E : parallax correction (up to 0.0160) which can be computed knowing the mean S/C position.

The X angle is computed from the Earth sensor and the Sun sensor outputs. After the parallax
correction, the measurement is :

4y . ST U (scalar product).

Between the nominal satellite position and the actual one (at a given time t) : U = U + WA U
0 0

U = (I+w) u :W).O
where W denotes the matrix equivalent of the vectorial product 0

0 -W Wz y .- i-.-> "
W W 0 -W ".j.-

-W W 0
y x

I. • 5--
The measurement is now given by

J.T T T
y m(t) = Su = S U0 + S (W0)

y- sTu = ST(wU) (after perturbation of the mixed product).

In this equation, the left-hand side is a known scalar, while the right-hand is a linear combination

of WS
%y - W. (sUO)

A global determination is based on a Kalman filter which works on the orbit parameters " -

X D ("D X )

G5 S
O0 ,

~. "°' - •
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The measurement equation is time-variant at the orbit rate

y = (SU) (SU)y + IAX + x sin w Et + r, cos W t! (SU) = HX

The evolution matrix (X = AX) is 00 1 0 ...

S0 0 0 ... 6
0 0 0 ...

The input matrix is given by the main orbit perturbations Earth gravity harmonics, luni-solar
gravity, radiation pressure. For instance, for the radiation pressure in plane effect

X = -k I S(O + 0)/m cos 6s sin as

- -k2 S(I + 0)/M cos 65 cos as I "

S effective cross sectional area

a average reflectivity

i spacecraft mass

s a Sun declination and right ascension.

The orbit correction effect can be also introduced by step on orbit parameters (AX , An). - -
The Kalman filter takes the form~~~~T -I -H)X"""'""

Xk/k = Xk/k-I + Pk/k " Hk .R (Yk "Xk)

Xk/k-1 = k/k-I Xk-I/k-I 
+ 

Fk-I

(transition matrix) (input matrix orbit perturbation, maneuver effect)

-1 -I H R7Pk/k 
= p 

k/k-1 
+ 

k Hk
k covariance matrix extrapolation

k+I/k 
0
k Pk/k k +Qk

A deterministic approach will be used rather than a stochastic one : the measurement noise R * "':
and the process noise 0 covariance matrix are chosen so that the filter has a given response time, ...

for instance .
= Pk/kIN with N given number of sampling periods.

.1'. . .. ,

Sun sensor s implementation

High resolution Sun sensors are required, providing a 0.02* accuracy. Digital sensors are candidates:

two-axis Sun sensors
meridian slit-type Sun sensors.

The first class includes new types of CCD Sun sensors. The second class includes digital Sun sensors
providing accurate measurements of both Sun elevation angle and the time when the Sun crosses the " .* -.

sensor field of view, which allow to determine the Sun-Earth angle once the relation alignment of
Earth and Sun sensor is known.

The number of slits depends on the requirements on the orbit determination duration; for instance,
for in-plane parameters, if the parameters determination must be performed in one orbit, 4 slits are

probably necessary (4 measurements are necessary for mean longitude, drift rate eccentricity and "x"-. *. -

perigee crossing). However, if we consider that previous information can be used in the determination
filter, the number of slits can be decreased. The minimum number of slits is probably 2, if we .'. -

*4 assume a low variation of parameters (the drift rate is estimated on several orbits and two measure- . .
ments on the same orbit determine the eccentricity and the perigee crossing). The required FOV for
each slit is about 50*. 0 "

Figure 14

TYPICAL SLIT SUN SENSOR CONFIGURATION

Sun Se.naor

10S. S04
~.,i



2. AUTONOMOUS TRAJECTORY DETERMINATION DURING RENDEZ-VOVS

The lack of ground assistance (when no TDRSS is available) during a low Earth orbit automated

rendez-vous creates an obvious need for on-board navigation. The problem is to identify the relative

h ttrajectory w.r.t. the target (assumed here on a circular orbit). A possible approach is presented

hereafter.

The chaser spacecraft is Earth-pointed. The rendez-vous sensor is an RF radar with range and

angles measurement (monopulse receiver). The problem is to extract the chaser coordinates in the

target reference axis, through the RF measurement.

Xt target
-" / 7 target orbit O "OI

zt a,.. -q r CHASER REFERENCE :

ZC¢., P A O,'FC/IQ. . '
Xc _L Yt .2

Yc 3 rAXIs I
/ Wchaser projection in

target orbit plane

EARTH Figure 15 - CHASER AND TARGET REFERENCE AXIS SYSTEM - ..,,

State modelling

A Kalman filter is selected to process radar outputs in order to obtain position estimates.

The chaser motion can be written in the form : 1-

X = AX + BU + V

x- Ix, y, z, , z
T

" h y Yy ZlT  
.. °-,°

V perturbation + model errors.

S 03 13 103
A B ----B-

0 0 -22 0 0 0L i- ',"
0 0 0 0 -

2  0

4 Masurement quations :::: ::.q

It will be assumed that the radar is boresighted with the X axis of the chaser so that a and -.

are measured.

Measurement equations are m = h (X)

*2 2 2 1!2
r= (X +y + z )

Arctan - z) r j

".--"-(r.
" 

--
t* 

-

_________ x2 r-"T"12 12

SArctany (re r, 2 + rc r

( - (XXX + Y +z Z)/r
O. S.
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*The measurement is obviously not linear. The Kalman algorithmi (recursive Riccati equation) will
* then require the Jacobian matrix of the measuremennt

Hk ml Xk/kl

*.This (4,6) matrix will be computed at each step by a numerical method.%

* Extended Kalman filter algorEithm.

- The equations are

FS
* k/k-I Xk1/- + G tUk-

hzk/k-I =h(Xk/kI1)

=k/ \/k-I + K.k (Zk -Zk/kI1)

Kk uk/k- I N H;~ k Pk/k- I H k + R k)

'k/k = (- K, Hk) Pk/k-I

Pk/k-I = k-I/k-I F+

Figure 16 shows simulation results of the estimation process and the resulting rendez-vous trajectory.

CONCLUS ION

The optico-inertial concept and its applications has been described in some detail; it has evolved
from the initial research and development stage to experience a full development for space.

Extensions are numerous, so that this method is now considered as basic for modern spacecraft
navigation and control.

*0 '41



A FILTERED ATTITUDE DETERNINATION
SYSTEM FOR SPACECRAFT MEASURFMENT AND CONTROL

by
,axweli Noton

Head of Spacecraft Dynamics,
British Aerospace Dynamics Group,
Space and Co~nnunications Division,

P.O.Box 5,
M Bristol RS12 7QW, England.

SUW4ARY

0 -This paper refers to a collaborative project to develop an accurate attitude determination

Q system based on the combined use of gyros and star-crossing-: detectors. The latter are
attractive for earth-pointing satellites but the intermittent nature of the data introduces
complications, compared to star tracker systems. Background is given on the hardware, but the
emphasis is on formulation of the estimating algorithm (suitable for limited wordlen-th micro-
processors), characterization of gyro drift, and estimation of overal 1performance both for low-
earth and geostationary orbits.

INTRC7UCTION

While the requirements of different satellites are a function of toe missins, the trend cver
the last ten years has been to more accurate pointing of spacecraft. Usir, examples 'rom
European missions, ESRO I had pointing to about 10 deg. in 1970, COSH to about 2 de . in 1975
while the communication satellites of the late seventies and eighties (OTS, ECS an, LSAT) have
pointing accuracies around 0.1 degrees. However EXOSAT provides a recent example of a scien-
tific satellite with pointing better than 10 arc seconds, and the trend is expected to continue.

The combination of a gyro package and one or more star sensors has become common for accurate
attitude measurement systems, but the more accurate systems (in Europe) have been based on a
star tracker, i.e. a sensor which retains one or more stars in the field of view for prolonged
periods which permits almost continuous resolution of the satellite attitude angles. This paper
reports on a UK collaborative project based on the development of a star-crossing detector which
is expected to be ligher and consume less power than tracker systems, although it is suitable .
only for earth-pointing applications or when a satellite has a slow rate of rotation. The
method of combining the star crossing data with the inertial rate date from the gyros is how-
ever complicated by the intermittent nature of the former, and because the satellite attitude
angles cannot be resolved directly from one star transit.

Following an early paper by Jude (ref.9) ESA funded two study contracts, one with Matra and one . •. -.I
with RAE, although a proportion of that work was subcontracted to British Aerospace at Bristol
(ref. 1). As a sequel to these studies, the UK Dept. of Industry (via RAE) initiated the project
FADS (Filtered Attitude Determination System) in 1981 with the objective of develooing an

attitude measurement system, initially to breadboard standards, compatible with the evolving F2A
specification for interfacing, viz. MACS or 'Modular Attitude Control System'. The project FADS
involves the following collaboration in the UK:

(1) BAe - Bristol.; system studies, microprocessor software and hardware.

(2) MSDS - Portsmouth; star-sensor, assembly, integration and test. . ,.5

(3) Ferranti-Edinburgh; gyro development and testing.

The programme is sub-divided into S and D activities. The former is concerned with the definit-
ion of FADS in a more general form suitable for flight applications at a fRture date, and with
extensions to other sensors, etc. The D programme refers to the current specific experimental
demonstrations, employing an nir-bearing platform originally developed at RAE but now -ommisc- --. "
ioned by MSDS. Although reference is made in this paper to many aspects of the projeot , it ic •
concerned primarily with system studies and estimation of performance.--

Any views expressed in this paper are those of the author and not ncccsarily " •

of British Aerospace PLC.
" . ..
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2 COMPONENTS OF THE SYSTEM

I2. THE STAR SENSOR AND STAR TABLES ",l

The charge-coupled-device (CCD) star sensor was the jo t f i:'
-activity at RAE up to 1980. After this date th V <e :,nt , ' . . :v I
Marconi Space and Defence Systems and is now an esent i ,. .,' -

Droject . Two such star-crossing detectors are nee'r- i!'," vi
information accurate about three axes, althugh on sin :. V
if a degraded accuracy about one axis is acceptable.

The sensor detects the transit of star images across a iie: " a 0.•

elements lying in the focal plane of the sensor. In an earth '•
satellite, the star image motion relative to the sensor Cie] i v,.
orbital-rate rotation about the orbit normal as shown in fi . . . -
orbit, the field of view of the sensor sweeps out a hand noC t he ,.-
sphere as shown, of width 9 degrees.

The sensor makes measurements of the timing and position along the . .
each star transit, although the basic accuracy is refined con.iOrhly
appropriate processing (ref.1, section 4.2). The latter are then.

-. " with the nominal time and position of transit which would be fo. i f'
satellite attitude errors (and sensor misalignments)we, sero, and t e

ancies, At and &Ac. between the actual and nominal transit data, fCrm t-

sensor measurements which are related to the satellite attitude err, " t,.

measurement equations below.

5;K, qeo

O 0 is the satellite orbital angular velocity, and 9,0 and are the roll, it''h
..% and yaw angular errors.

, The sensor is based on a Fairchild 1728 element CCD array suitable for tar-
of silicon magnitude 3 or brighter. Future developments may include exter,,I
optics, to permit detection of magnitude 4 stars, and even a two-dimen-i na'i.
array when it would become a star tracker oroviding virtualIy ,nontinu i t]
angular data. RAE (ref.1) estimated that the early version of this star .
sensor would have an accuracy in both angle and crossing-time of about 6 a"-
seconds (at 3 sigma level ), which is consistent with more recent statementr hv
MSDS, although the accuracy is much better for brighter stars such as
magnitude zero. MSDS have indicated that the alignments oP the sensors sli

be calibrated on the ground to within 1 are second but, due to thermal changes-
in non-rigid structures, it is generally accepted that in-flight calihratinn'
against ground reference points are desirable.

-- . In order to generate the star tables in a form suitable for the star-prossinfzg
detector, it is necessary to carry out the following steps:

(1) Hold a store of the star ophemaris in heliocentric co-ordinates to an
accuracy better than 0.1 arc sec e.g. 20. or 635 stars of magnitude 3
(or brighter), or magnitude 4 (or brighter) respe ively.

(2) Transform co-ordinates for a given star to geocentric so-ordinates and "

aoel y correct ions (re f. 1)

(3 Transform to orhital co-ordinates, which requires time and the orhital
elements (undated from time to time).

() Reject if not in either f the swat hes for each sensor, but treat t !IV,
the slit as 4 deg. longer than its actual value e.g. number of stars

retained equals 33 (magnitude 3 or brighter) or 49 (magnitude 4 or p
briwhter).

The two opt i -,- of grounld or onboard procossing of the ahov ters has been
co) ns ie rod re-f.? P. The on-hoardl storage reqi irements fo r bot h Oct ions aire
not exce.si le, bt olbhoard propensi n, is favoured because it reduoen the len- %
endence on the groany] I I i rk, only occasional updating of" orbital parameters
being necessary.

The i iIab - ' , ta n 1 ha ,- be ' ,t d,-e ,m i .... -i i' , h,, I n h1 ,; , -
FADS faijj n e f'- 'I -i,-t". , exarmpl is -imma ine] I i tabl 2.1 Tho1h1
whe-' w-'cis with - '

,  mae' itai, 3 Pt."s w r' b"iehe'h an with the 1)" u. i -

ha"", anr,tei ref. 1-5 t1 Va wit h t~ ,, w ,'a', "•ales ]' a l- 'e<'!tI]o 'na"V .. i ..-

dow', t'
, mae' to ,

' 0 .1 ,.' . i h ist. -' Wa" I : .l-''aer ml t<',t h y, I hli i I ''. S " -i



TABLE 2.1 EXAMPLES OF STAR TRANSITS

ORBIT SILICON NO.OF CROSSINGS MLAN TIME BETWEEN WCRST 2A5E, --

MAG. IN BOTH SENSORS TRANSITS, MINS. OVER Y:AR

98 min., 3 10 - 23 5.9 S1-2, S2=1O
low sun
synchronous 4 21 - 38 3.3 S1:7, S?11"

24 hour 3 19 76

equatorial 5 - 6 160 - 480 Q - 3

2.2 RECENT TESTS ON THE FERRANTI 125 GYRO

The drift of the gyro between star sightings is a critical factor determining
the overall accuracy of FADS, and therefore emphasis has been placed on obtain-
ing additional data from test runs over periods of 12 hours to 5 days. The
Ferranti 125 gyro has of course been employed in a number of space projects
such as Ariane, Miranda, Spacelab, IPS, Exosat and Lsat, and detailed informat- p g
ion is best obtained from the manufacturer e.g. King's paper (ref.3). A few
explanatory remarks may however be convenient for the reader.

The Type 125 is a single-axis floated "rate-integrating" gyro, the float being
suspended on jewel and pivot bearings and the wheel in ball bearings. Type 126
has gas bearings but, as a result of space experience and life tests over five

years with the Type 125, application of the latter is expected to continue for
the foreseeable future. It is designed for use in the rate mode with direct
electrical feedback from pick-off to torquer, or in the rate-integrating mode
where the feedback from the pick-off measure of spacecraft angle is via the
control system and physical rotation. The former is in use in this application
with the feedback to torquer adjusted to give a bandwidth of the rebalance loop
of 5Hz. This slightly low value was recommended to minimize the danger of a
bias arising from high frequency noise being partially rectified by residual
nonlinearities.

Extensive tests have been carried out by NLR and Ferranti under an ESA contract -
(ref.4). The principal series of measurements were with closed loop for diff-
erent bandwidths of the rebalance loop, the output being a rate signal. The
open-loop performance was obtained by a computational conversion, although some
measurements were taken. Power spectral densities were calculated from sampled
data using the Fast Fourier Transform but the lowest useful frequency was about
2.5mHz or an auto-correlations time constant of 64 secs, i.e. this work gave no
information on slow drift. On the other hand it is worth noting the following
principal characterization of the high frequency noise:
(a) Two monochromatic components; amplitude =2.0 arc-sec per sec at 18.6Hz, .- --

amplitude =2.0 arc-see per sec at 27Hz.

(b) Noise r.m.s. power in band 0-0.05Hz-O.0031 deg/hr.
and in band 0-5Hz O.114 deg/hr.

N.B. 1 deg/hour 1 1 arc-second per sec.

(c) Integration of the above noise power indicates an r.m.s. angular error
in the range 0.02 to 0.05 arc-seconds, the contribution from the mono-
chromati, omponents being negligible.

The Ferranti 125 gyro will be used in FADS with a sample rate of 10Hz, hut the
output is actually angular increments over intervals of 1/10th see. In other .
words, they are samples of rate averaged over 1/10th sec. intervals, which is
roughly like a low-pass filter of bandwidth 4.4Hz (see appendix 8.1). While
this may seem to indicate a troublesome time lag for control applications it
should be borne in mind, at. least *',r the demonstration with a rigid body load,

*-- that wide bandwidth estimates of attitude angles and rates are generated by a
subsequent state observer as in Exosat (ref.5).

In the recent 1983 tests (under the UK FADS programme) Ferranti have permitted |., .
closer investigation of the frequencies below 50 mHz by recording on tape the --
rate averaged over sub-intervals of 6 and 60 seconds. This data has been
analysed by them to produce alditional data on the spectra]. density, examples
of which are fig.2.2 and fig.2.3 for sub-intervals of 6 and 60 seconds respec-
tively. Table 2.2 summarizes the rosiult.s on four test runs which have also

% % been analysed at BAe in other ways a. explained below.

p .
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TABLE 2.2 SPECTRAL ANALYSIS BY FERRANTI

RUN NO. SUBIROTERVAL MEAN l.f. BANDWIDTH
SECS. SPECTRAL DENSITY, TO -3db,

(deg/h)
per Hz mHz

50 6 0.000100

60 6 0.000126

30 6 0.000158 52

31 6 0.000158 "

40 60 0.00158

41 60 0.000631 5.2

-- The last two results indicate greater spectral density at the lower frequencies - . -

which is evident in the figures. However the bandwidths of table 2.2 and figs.
2.2 and 2.3 must be remarked upon. It is shown in appendix 8.1 that if a

random process of bandwidth w rad/s is passed through such an averaging filter
of subinterval h, then successive averaged pieces of data become independent if
w h is much greater than unity. The spectral density of the random rectangular
waveform is then of the form

___-_. (2 .2 )

with a low frequency spectral density equal t, that of the r ii-l poeess.
The bandwidth of (2.2) to half-power is 0.443/h Hz. which for h equal t, 6 and

60 sens. yields 74 and 7.4 mHz respectively. The sne-t-al densities in fi,..
2.2 and 2.3 d,) not have the exaot nattern nf (2.2. noresumahlv due to the

presence of random comoonents which leave some auto-correlationr in suciessive

averaged pieces of data, and also due to PPernti's additional anti-aliasing
filtering. In other words the basio shape of the spectral densities of figs.
2.2 and 2.3 derives from the averaging p,noess eto and is nt a property of the

original rate data.

The spectral densities of figs. 2.2 and 2.3 exhibit peaks at zero frequency
but further investigation below I mHz is required. For this BAe have employed
additional data provided by Palmstroem of Ferranti Navigation Systems Division.
The rate data has been further averaged over intervals of 6,25.6 and 60 - -

minutes for the three pairs of runs in table 2.2. The data is then in the form

of a random time series and is perhaps more convenient, for studying properties
of slow drift over hours or days. Thus the six series of data are presented
in figs. 2.4 to 2.9 and concepts of time-series analysis (after Box and
Jenkins, ref.6) are applied to derive an understanding of the properties. At
the same time it is remarked that such times series with a subinterval of
about 6 minutes are exactly in a form relevant to assessing FADS performance
in a low-earth orbit, or about 80 minutesfor a geostationary orbit.

The first step is to ensure that one is dealing with a series that approximates
to a stationary random process. The data of figs. 2.4 to 2.9 are manifestly
no stationary random because (a) evaluations of auto-correlations have
spurious large values for well spaced intervals and, (b) the series can be
seen to have long-term trends with no meaningful mean value. If the trends
were approximately linear we might detrend the data but, because this is
;oubtful (fig.2.7), the alternative procedure has been adopted of differencing
the data, i.e. form a new series y(n) from the original series :z(n) .

y(n) = z(n) - z(n-1) (2.3)

The new series does not then have large auto-correlations for widely spaced
intervals although the theoretical behaviour of certain time-series models is
usually only roughly approximated by practical data. Tables 2.3, 2.4 and 2.5
show the first few auto-correlations of the new series y(n), although the
numbers are the mean of two sets of data for each of the three intervals. The .
negative correlation for at least the first spacing interval is evident and
therefore second order auto-regressive (AR) and moving average models (MA)
have been tried.

The AR model is "

y(n) aly(n-1) +a 2 y(n-2) + W(n) (2.4)

and the MA model is

y(n) b 1 W (n) + b 2 W (n-i) + b 3 W(n-2) (2.5)



* . ~~The test of a perfect model is that t he residuals W(n) are ie'rrft1
random , hence the tables show t he autoc-orrelat ion o~f t he r'esi dual F
models after the coefficients have been fitted (appendix .1 K

*TABLE 2.3 ANALYSIS OF DIFFERENCED DATA FOR 6 MINS.INTERVAL

MODEL RMS W(n) AUTO-CORRELATION OF RESIDIUALM -

DEG/HR 1 2 3 ~

y(n) 0.0012 -0.207 -D.283 -0~h .:K)W

AR:

*.a 1 =0.285 0.0011 -0.078 -0.108 -0.288 -0.0 .

* *a 2 :-O.343

MA:

bi=-0.000395 * *
0.999 -0.018 0.0002 -0.046 0.064

b2 = -0.000468 _

b=0.00103

TABLE 2.4 ANALYSIS OF DIFFERENCED DATA FOR 25.6 MIN.INTERVAL

*MODEL RMS W(n) AUTO-CORRELATION OF RESIDUALS
DEG/HR 1 2 3 4

y(a) 0.00071 -0.381 -0.027 -0.124 0.210
AR: ;

a1 = 0.4164 0.00063 -0.063 -0.113 -0.214 0.137

a2 = - 0. 207

MA:
b 0.000020 0.999 -0.020 -0.033 -0.075 0. 179

b 2 :0.000312

b 0.00637

TABLE 2.5 ANALYSIS OF DIFFERENCED DATA FOR 60 MIN. INTERVAL

MODEL RMS W(n) AUTO-CORRELATION OF RESIDUALS
DEG/14R 1 2 3 4

y~n) 0.0016 -0.275 0.009 -0.154 -0.064

AR:
a1  -0.310 0.00148 -0.024 -0.095 -0.204 -0.090

a - 0.078

MA:
b: 0.000014 0.981 -0.023 -0.062 -0.199 -0.095

b2 0.000455

b 0.00 153

The MA model is marginally to be preferred especially for the important 6 min.
interval, and has been employed theoretically in section 4 below, although a
more convincing demonstration of FADS is considered to be that employing the .

actual 6 min. time series of drift data in a simulation.
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It is interesting in a wider context to speculate if a .simple nnise and drift.
model of the gyro in continuous time fits the time-series data whe, it is

- . converted to the three different intervals employed. First we note a useful
model which at least describes the time series with the longer intervals of
25.6 and 60 mins. Define the time series drift data as the sum of two series
z(n) and v(n), thus

D(u) z(u) + V(n) (2.6). .

One series is a random walk, having no mean value,

z(n) = z(n-1) + WI  (n) (2.7)

and the other series is auto-correlated with zero mean value. Thus

v(n) v(n-1) + W2 (n) (2.8)

where W1 (n) and W2 (n) are purely random with zero mean values. If the series
D(n) is differenced the residuals are

y(n) = D(n) -D(n-1) W1 (n) -(1-4 ) v(n-1) + W2(n) (2.9)

from which we deduce

y (a+2 W 2  (2.10)
where 2 2 777 2

1 2 ao 
" " ''

and the normalised autocorrelations of y(n) are

piiC ej1>1) (2.11) --ej j-1 - -".

Compare the autocorrelations of y(n) in tables 2.3, 2.4 and 2.5. The 6 minute
data of fig.2.3 does not fit very well due to the large negative correlation
e2 but the fit is acceptable to the data for 25.6 and 60 min. intervals using
simply4=O, i.e. a purely random term v(n) added to the random walk z(n). I .
Table 2.6 summarises the parameters of this model.

TABLE 2.6 PARAMETERS OF SIMPLE DRIFT MODELS

INTERVALS MINS. STAND. DEVIATIONS DEG/HR
RANDOM ADDITIVE INCREMENTS OF RANDOM S

TERM WALK

25.6 0.000438 0.000346

60 0.000839 0.00107

The above models might be useful for simulation purposes but they are not 5
mutually consistent in terms of an underlying continuous time model. For
example the implied low-frequency spectral density is not the same and the
increments of the random walk are not in the right ratio for the two intervals.
One complication is doubtless that averaging introduces some serial correlat-
ion in a random walk model. No further efforts have therefore been made to
fit the data to a single continuous time model, but the presence of a signif-
icant drift component that behaves as a random walk is clearly an important
feature to bear in mind. 61

2.3 MICROPROCESSOR DEVELOPMENTS

Ir summarising hardware and software developments at British Aerospace .*
(Bristol), it is important to distinguish between the S (System) and D .-
(Demonstration) programme of FADS. The former is more general and refers to a
future system for flight application, whereas the D programme is concerned
only with the specific system and hardware for the demonstration on the air- .
bearing platform already mentioned in the introduction. '

Thus the hardware for the S Model (future flight version) cannot yet. be def-
ined, although for the next few years a likely candidate is the 16-bit Texas
9989 microprocessor. It has the special Texas so-called "i L" technology to
provide an acceptable degree of resistance to space radiation and has recently
been adopted for LSAT. At present, flight, software has to be written in
assembler code but ESA may adopt a suitable high level language at. a future . ,
date e.g. a recent invitation from the agency to tender for studies of
possible high level languages.
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The D model hardware is on the other hand merely to "elegant breadboard"
standards. Early comparative studies restricted the choice to the following
microprocessors: Texas 9989, Intel 8086, Zilog Z8000 and the Motorola 68000. -. .-.. '
The choice was not obvious but in fact the Intel 8086 was selected. It has -'
already been classified by ESA as "Category 3, qualifiable" and claims have
been made (Ref.7) that it is suitable for low orbit missions of limited life-
times. Furthermore, it is understood that a CMOS (radiation tolerant) version
of the Intel 8086 processor is available.

As regards software for the D programme, Pascal has been chosen for the
following reasons:

(a) it is processor independent but available for all the possible
processors for FADS.

(b) its structure is such that it can be employed to define programs at
various levels of abstraction without ambiguity.

(c) it has been defined as an international standard, hence transportability
of programs.

The current developments at BAe-Bristol on the FADS hardware and software are
now summarised. First, following analysis and simulations described in
sections 3 and 4, the application software is developed and tested (in Pascal)
off-line. This includes star table generation and updating, the estimation
algorithm, and the state observer. Processing of signals from the star sensor
to enhance accuracy is carried out in the MSDS electronics of the star sensor.
Similarly the Ferranti 125 gyro has its own built-in electronics to provide
the rate at 1/10th sec. intervals (averaged throughout such intervals),
although fine correction for drift rate is implemented inside the FADS
processor. The final editing of the application software is carried out on
the Intel Series III Microcomputer Development System, before compilation and
transfer to an Intel Single-Board-Computer (SBC) 86/05.

The operating system of the Series III would of course be far too elaborate for
the SBC and therefore a much simpler operating system has been developed. It
is based upon an ESTEC design documented in 1979(ref.8). Interfacing with the
gyro unit, star sensor and actuators is via a serial digital data bus designed -' -

according to the new ESA specifications known as MACS (modular attitude control O
system), or at least a provisional version of the specification. The FADS -
demonstration will become therefore a candidate for subsequent testing and

demonstration of MACS.

Before the FADS processor is delivered as an SBC 86/05, for use by Marconi
Space and Defence Systems on the experimental set-up, it will be tested by
real-time simulation at Bristol. For this, test software is being developed to
simulate (in real-time) the star sensor, the gyro units and the actuators anddynamics of an illustrative configuration e.g. LSAT in the normal mode. This
test software will also be implemented on the Intel single-board-computers. ..

However, whereas implementation of FADS is being deliberately restricted to the ..
basic Intel 8086 which has no floating point hardware operations, the test .-.
simulation boards can take advantage of the greater numerical processing r .
capability of the extra 8087 board, which does include floating point operat-
ions in hardware. Control of the simulation experiments and data logging will
be by means of a Texas 990 minicomputer. O '-

FORMULATION OF THE FADS ALGORITHM

DISCUSSION

The intermittent nature of the data from a star-crossing detector makes the
process of combining gyro and star sensor measurements much more involved than O O

e when continuous data is available e.g. from a star tracker or RF sensor. For

this reason the application of the Kalman Filter has been common (ref.9) and
was employed in the earlier SIOS (strapdown inertial optical system) studies
by RAE and BAe-Bristol (ref.1). A sixth-order state estimator was employed
for three satellite attitude (Euler) angles and three drift rates of the gyros.
Note that, because the star crossings occur intermittently, the non-stationary
form of the Kalwan Filter must be employed and the covariance matrix cannot be
pre-comaputed. This, together with the inclusion of the frequently sampled
gyro measurements in the propagation of the state vector, made the onboard
processing load rather heavy.

In this project (the sequel to SIOS) the estimation problem has been reformul-
ated to take advantage of the fact that the non-drift random component of gyro
error, when expressed as an angle, is very much less than the star sensor
error, viz about 0.03 arc second as noted in section 2.2 above. The problem
can then be expressed as one of estimating and updating six slowly varying
near-constant parameters.j
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Propagation forward of the filter state equations does not then arise,
although a matrix analogous to the covariance matrix must. still be propagated ...
forward at each star sighting.

The planning horizons of this project have been shortened to the extent that it
was considered necessary that implementation should be possible on the hind of
16-bit microprocessor that is already space qualified for long lifetime high S
orbits. Examples are the Ferranti 100L and the Texas 9989 for which only

.°. hardware fixed-point multiplication could be assumed. Further changes to the
S. algorithm a therefore been formulated to make it less sensitive to limited

* -. . wordlength fixed-point operations. The final result, as detailed below, is
recursive weighted least-squares but in a "square root." form, similar to an
early algorithm of Potter (ref.10) in which no matrix inversion is required.
The final form bears naturally a marked resemblance to the Kalman Filter in a

factorised form; see for example Kaminski's survey paper (ref.11). A ninth
order form of estimator was studied at an earlier stage (ref.2) but was
abandoned when the more elementary processor was assumed. It included estim-
ation of three out of four sensor misalignments, but all the estimations were

-. noisier and it was considered of doubtful benefit. Calibration of misalign-
ments with reference to ground reference points is henceforth assumed.

...-

Perhaps reference should also be made to publications concerned with quArter-
nions (4 Euler parameters) instead of the 3 Euler angles. They are usually in
the context of either strapdown inertial navigation systems (ref.13) or attit-
ude estimation systems associated with a three-gimbal inertial platform (ref.
14,15), also forming part of a guidance system and processing almost continuous
angular data from a star tracker. In either case the use of quarternicns is
shown to have advantages in carrying out frequent transformations of vectors
from one system to another, because trigonometric functions are obviated. It
is a very different application of Kalman Filtering, compared to the simpler
problem here, for which the use of quarternions is not considered to be k-6
attractive in view of the extra cor.plications of a singular seven-dimensional
covariance matrix (ref.15).

3.2 SUMMARY OF ANALYTICAL DEVELOPMENT

In order to concentrate on the principal features small error terms are omitted
below, although the results of error analyses (ref.2) are quoted in section 4
on performance. The vector Vg of gyro output rate signals is (ref.1) for unit | .
scale factor

Vg - d + (3.1)

where W is the vector of true inertial satellite rates and d is the vector of
* ~ drift rates. The third term is a torquer signal to offset the orbital rate.

Let *'= p 4' be the satellite Euler angles in roll,

pitch and yaw relative to the orbital earth-pointing rotating axes, then~F l
W + -(3.2)

Eliminating W,

a + I( V3 + d (3.3) 7 CA-*

where 0 '4.1
P j 00 (3.14)

[0 I

The solution of (3.3) is tfi (3.5)
0(6t + t-C 4 (Cl T

-5 where - -) [_osw t 0 Sirlw).t -" i

* tt) = 0 0136

-$in '4t 0 Cos uJ.t
Note that (3.3) is often approximated by omitting P, which is sufficiently "1
accurate if feedback control is applied to zero the satellite angles, but the

exact form is retained here to permit application to satellites without tight
attitude control. O" "
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Put

W~t.) ( .) ()C-V(3.7)
0

and approximate d(C)in (3.5) by a constant drift rate d. Equation (3.5) can be
written p

t +(C1 +tv(t.) (3.8)

where sili .t 0 (l- o-"'t)

@ )= ,I, . [o ,.t (3a.--•'1'.. .

0 stnwt 0-0-CoSW.t) 0 Si".t. ''i
Put

" = (c10, e0o,,o, d.I/wo, , ~ °, 60./o) (3.10)

and in (2.1)

(y~,h) =(wo~~AX)(3.11)

Then, in the absence of measurement errors, the results can be condensed to

NI Vy y. -I,,(t.). _2..

(3.12) I.-o. .@

where hn, kn, bn, cn are quoted in appendix 8.2.

In equations (3.12), note that yn' z are the star-sensor errors subject to
typical errors of several arc-secoAds, whereas the associated terms in v(tn )
arise from integrations of the gyro rate signals between star sightings. - ,
Random errors in the latter are the order of 0.03 arc-second i.e. negligible
compared to star-sensor errors. Ther forelthese terms are merely to produce
the motion connected measurements (y , z ). Given a number of such star-
sensor measurements, equation (3.12) can ?orm the basis of a weighted least-
square fitting procedure to estimate the vector x at (3.10), hence permitting
calculation of drift rates, satellite angles by (3.8) and rates by (3.3). r- "

The development of a sequential solution to this problem of weighted least-
squares fitting is noted in appendix 8.2. The weighting of recent data is
introduced to place decreasing emphasis on old data and hence an estimator that
permits updating for parameters that change slowly. Thus, with weighting
decreasing as a geometric progression of ratio, the time constant of the
'memory' is %

1/ logeeS sightings (3.13)

From appendix (8.2) the sequential solution for the estimates is

X" + '., y X. + C., (X.- CT (314)

where

SBnIKIH" NH >414 . 7--[Hra.-,H".- IT" H. 51-1 (3.15)

and H, = [, c.] (3.16)

Thus, the matrix inversion in (3.15) is merely 2 x 2.

The above procedure generates mean-square consistent estimates subject to
certain formal restrictions (ref.12), regardless of the initial conditions
imposed upon the sequences and B . Furthermore it can be shown (ref.12)
that the use of initial conditions

x. =0 B R /" (3.17)

-,, .~~ ".....=



- r. C r . -.. . . . . . . . .

lu-lu . "0

generates the conditional expectation of X- given the measkrements, in the case
of independent normal measurement errors of variance d"2) X0 being on a priori
normal distribution with zero mean and covariance Ro. Equation (3.17) is
therefore a useful guide for starting the above sequential estimator.

3.3 SQUARE ROOT FORMULATION

The matrix Bn in equation (3.15) is proportional to the a posteriori covariance
matrix of errors in estimating the six components of x, at. (3.10). For very
accurate estimates this matrix approaches singularity, hence the possibility of .- "
sensitivity to limited word length, especially when rapid convergence occurs.
The symmetric matrix Bn should remain positive definite out this cannot be
assumed in demanding situations with limited word lengths. Therefore decompose
B n-I as .

Bn_ S T (3.18)
n n n

where the non-unique matrix S is referred to as the 'square root matrix'. It
requires approximately only hlf the accuracy of that required to store Br-1and, whatever Sn it is evident that Bn 1 is always at least positive semi-

definite. An exAmple of (3.18) is the Nholesky decomposition in which S is
upper right triangular, but no such restriction is implied above. ri *. ,

The transformation of algorithm (3.14, 3.15) to the square root form is derived
in appendix 8.2 and the result can be stated as follows.

*A A r.A-= + S. e.[y. - . (3.19)

where (

and - ee/o J -"
ra (3.21)......

U Sr ... 5•

'"~ =47 + e e. + >J , (3.22) ..

The above solution is written out only for scalar measurements, i.e. it implies that the pair
of measurements at (3.12) are treated as two separate scalar measurements. The actual fitting
problem involves processing the simultaneous occurence of two measurements (star crossing angle
and time). If the data is not weighted 1) then there is no objection to treating a pair
of measurements as two successive scalar measurements. The above algorithm has been employed
even for values less than unity, because anticipated values for.A are close to unity, when the
slightly different weighting for measurements at the same time would be a negligible consid- - '
eration. In this way the square root formulation can be applied in its simplest form, with no
matrix inversion.

PERFORMANCE

SOURCES OF ERROR 0 '@

The relevant sources of error are summarised below.

(a) Star sensor and associated errors (one sigma):

Star sensor 2.0 arc sec (MSDS provisional)

Star e phemeris 1.0 arc sec (Section 4.3, ref.1) O

Orbit determination 1.4 arc sec (Appendix M, ref.l)

Composite rms error, = 2.6 arc sec (4.1)

Sensor misaligrments assumed to be calibrated with reference to ground reference
% points.

(b) Gyro random noise, above 2mHz: V.

Order of 0.03 deg (see section 2.2)

(c) Gyro drift, below 2mHz: "-:- -.

See section 2.2 • .SI,!

(d) Gyro misalignment: .1

Better than 2 arc mn (ref.16)
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(e) Gyro scale factor: "

0.1 per cent (ref.16)

Effects (b), (d) and (e) will be very small (ref.2) and are henceforth ignored. Instead
attention is concentrated below on the principal sources of error, viz. the random composite
star-sensor error and gyro drift. Note that errors that might arise through using, a state O
observer are not considered here. As mentioned in section 2.3, art observer is included in the
D model for the experimental demonstration with a rigid body load, but significant difficul-
ties would be encountered (due to parameter mismatch) if this were attempted for a flexible
load.

4.2 EFFECT OF COMPOSITE STAR-SENSOR ERROR

The covariance matrix of errors in estimating the six components of in (3.10) is theoretically S 0
equal to B e whereffis the r.m.s. composite star-sensor error. Table 4.1 shows therefore the
standard d~Riations of the errors in estimating angles calculated in this way for the illus-
trative sensor geometry (fig.2.1)

:20 deg, I :0 deg.

02 =-20 deg, '2 = 82.4 deg. -' *
These sensors are orthogonal and it is assumed that this desirable orinetation would be
achieved at least approximately. Table 4.1 was obtained by applying the equations of the
square-root sequential estimator of section 3.3. The results can however be interpreted only
approximately because they depend on the sequence of sensors (1 and 2) and the distribution of
crossings over the length of the slit. Memory time is calculated according to (3.13). Notice
that the standard deviations are quoted in a dimensionless form, hence Tat (4.1) must be
introduced.

Thea and 4d of table 4.1 are defined as follows:

, <>(4.2)

, ,/[ W + / + . ;d" ::.

where Wo is the orbital rate.

TABLE 4.1 ILLUSTRATIVE ERRORS DUE TO STAR SENSORS

SENSORS WEIGHTING MEMORY, STAND. DEVIATIONS Eqn (4.2)
NO.SIGHTINGS

2 0.95 19.5 0.47 0.67 0.47 0.545 0.270

2 0.90 9.49 0.63 1.29 0.64 0.907 0.360

2 0.80 4.48 0.98 3.69 0.96 2.27 0.522

2 0.70 2.80 1.39 7.74 1.29 4.60 0.699

2 0.50 1.44 2.85 24.4 2.26 14.2 0.854

1 0.95 19.5 5.09 2o01 0.42 3.17 2.94

1 0.90 9.49 6.53 2.71 0.57 4.10 3.78 p "

* Because star crossings occur typically over the length of the slit the vectors b and c of
(3.12) vary from one crossing to the next. Estimation is consequently quite feasible wth only
one star sensor, although the accuracy about an axis through the centre of the slit is naturally
degraded. Table 4. 1 includes two cases rerun with only sensor 1 operative. Note that the
results of table 4.1 are independent (as quoted) of the kind of orbit, such as low-earth or
geostationary, because the memory factor is expressed as number of sightings independent of the
time between star transits, andhgof equation (4.2) is dimensionless.

" ' I. • ,

4:-;...-,
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4. 3 EFFECT OF GYRO DRIFT

Following equation (3.8) the estimated angle is:
cot P@t) .+ Wal) ,+ vtt) t- ,- t .(4.3)

where the actual drift rate between tm., and t is G4,., and the estimated, is S
obtained 2t t, . Star sensor errors give rise to fluctuations in the est imates

Con and 21. , as examined in Section 3, but we are concerned here with the
effect of gyro drift. It gives rise to additional errors in the est imates and
(in between star transits) an error due to imperfect correction for the gyro
drift rate. The estimated angular rates are incidentally

A A

&3t) = P0t) -, Lt) +o , tAt '1t.1., (4.4)

See Figure 4.1 for a block schematic of the whole FADS estimator.

Compared to (4.3), the true vector of Euler angles is given by (3.5) and, hence,= +- - (45by subtraction thle error is t
oa t C = it .- + (J t) o. f f t--c~/lz T)0 T)074.5,) ...-..-

" *i*

When the interval between sightings is much smaller than the orbital period,
cj(1) in (4.5) can be approximated by the mean value in each subinterval. I'l I
permits the following expression which is written out for the worst case of
t = t,14, , i.e. just before a fresh star transit.

-. + C(tt (n+ Q (4.6)

Equation (4.6) is convenient for employing empirical gyro drive data (as
provided by Ferranti) averaged over a typical subiriterval, such as 6 minutes for
a low-Earth obrit. Thus, by inserting such sequences into an off-line simula-
tion of the FADS square-root sequential estimator of Section 3, it has been
possible to compute the resultant errors due to gyro drift fluctuations. The
results depend upon the geometry and sequence of transits which would not
naturally be at equal sub-intervals.

The following Table 4.2 can, therefore, be regarded only as illustrative. The
rms values were calculated over approximately 100 samples, after allowing tie
first sixteen samples for convergence of the estimator. In fact, provided large
diagonal elements are used to prime the matrix S of the square-root filter,
rapid convergence was achieved in only a few transits more than is needed for
the non-iterative computation by matrix inversion. The sensor geometry was as
defined in Section 4.2 for two sensors. Independent drift rate fluctuat ions
were applied in roll, pitch and yaw and4 refers to a transit, .j being
applied to each measurement of a pair. 

/

TABLE 4.2: ILLUSTRATIVE ERRORS DUE TO GYRO DRIFT

(98 min. orbit with 6 mins. between star transits).
RMS Estimation erros, arc-seconds.

0.95 1.40 1.89 1.38

0.90 1.06 1.08 1.02

0.80 0.81 0.66 0.74

0.70 0.53 0.54 0.65 -.4

In order to est imate pe rf'orminot' ii a 214 hui orhi t te delip rl or' '))i"t ions
of' MSDS (rer. 17) have heer a .'nt d. A:, 'i, iated ' k hlo P.1 wit il ; -en-

o sitivity norrespotdir,g to F a " ma rititltiey 5-h. th,' m,,i.. - orrirg time would
be in the rarwe 3-9 miutes., h-'-, the u-e of 6i miit,,' it, t-ihie 4.

1 
.

(M~~% +- M -1°--0) 0

S- S-% .
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TABLE 4.3: ILLUSTRATIVE ERRORS DUE TO GYRO DRIFT

(24 hour orbit with 6 mins. between star transits)
RMS Estimation errors, arc-seconds.

0.95 1.9.. 
. -

I-.

0.90 1.15 1.7 r.07

0.80 0.75 0.65 0.69

0.70 0.65 0. 5 0.6o

4.4 OVERALL PERFORMANCE

The results of Sections 4.2 and 4.3 can now be combined to provide representa-
tive errors in estimating satellite attitude angles by FADS using a star-
crossing detector. The composite random star sensor error of 2.6 arc-seconds
of equation (4.1) has been employed in conjunction with Table 4.1. Table 4.4
below lists the results in terms of a as defined at (4.2), viz: RMS of roll,
pitch and yaw errors.

TABLE 4.4: REPRESENTATIVE TOTAL ANGULAR ERRORS

RMS Estimation Errors (. of eqn. (4.2) arc-seconds)

98 min. orbit 24 hour orbit

A' o; (sensor) a(drift) JZ? Q,2 , (drift)J ".'''

0.95 1.42 1.57 2.12 1.92 2.39

0.90 2.36 1.05 2.58 1.09 2.60 *O.- "

0.80 5.90 0.74 5.95 0.70 5.94

0.70 11.96 0.58 11.97 0.60 11.98

It is evident that a long memory (.,a approaching unity) is desirable to smooth
the random errors of the star sensor but a short memory (,AA much less than
unity) permits more rapid adjustment to changes in the gyro drift rates. The '9 -9
results for the two kinds of orbits may be summarised as follows:

(a) Low-Earth orbit: optimum memory factor& approximately equal to 0.95
(equivalent to time constant of 1.2 orbital periods) when total rms error

YL 2.1 arc-seconds.

(b) 24 hour orbit: optimum memory factorA4 approximately equal to 0.95
(equivalent to time constant of 1.2 orbital periods) when total rms error ' '

42.D arc-seconds.

Performance would improve with more frequent star transits. e.g. if a more
sensitive optical, system perr,,ted dete-tion down to magnitude 4 stars in
the case of the low orbit with the higher scan rate.

5. CONCLUDING REMARKS

The Filtered Attitude Determination System described in this paper is a 7- -
promising prototype for use in future earth-pointing satellites, with one
sigma accuracy the order of 2 arc-seconds for low-ea-th or genstationary
orbits. The experimental demonstration will permit an early illustration nf
the new ESA interface specifications, viz: MACS or 'Modular Attitude Cnntrol
Systems'. The estimating algorithm adopted is considered especially suitable
fnr the mi-oprnoessors currently qualified for space applications, i.e. a
ha!,i- 16 hit wordlength without hardware floating-point operatimis. O .

Recent tests on the Ferranti 125 gyro have enabled a more careful evaluation of
drift over many hours, which is especially relevant to a star-crossing strap-
down-inertial-optical system. Although a unifying simple model has not emerged,
the very low-frequency behaviour is dominated by a random walk process. Never-
theless, at least for low-earth orbits, the performance of the gyro is such
that it is not the serious limitation that was expected.

Future developments of FADS will probably include modules for use with star
trackers, RF sensors and possibly state observers for flexible spacecraft.

-.4- ,



- f-" _wAr

10-14 0

6. REFERENCES

1. 'Study of Strapdown Inertial Optical Systems (SIOS) for Future ESA Space-
craft', by RAE and BAe, Bristol, March 1981. ESA contract No. 3804/78/
NL/JS(SC).

2. Noton M. 'Filtered, Attitude Determination System, the Research
Programme', BAe, Bristol Report ESS/SS 1080 to RAE for Department of
Industry, UK.

3. King, A.D. 'Hardware Aspects of Inertial Attitude Control Systems', ESA
Conference on AOCS, Noordwijk (1977).

4. 'Gyro Noise Measurement and Analysis', by NLR and Ferranti, NLR TR79077U,
ESA Contract No. 3423, 1979.

" . 5. Dodds, S.J. 'Adaptive, High Precision, Satellite Attitude Control for

Microprocessor Implementation, Automatica, vol.17, No.4, 1981, 563-573.

* 6. Box, G.E.P. and Jenkins, G.M. 'Time Series Analysis; Forecasting and
Control', Holden Day, 1970.

7. Davis, R.T. and Gibson, W.C. 'HMOS Chips yield Environmentally Hard
Computer', Defense Electronics, April 1983, 60-67.

8. Rolls, C and Allen, R, 'In-Flight Software', Issue 2, ESA Publication
THS/395/CR/EH, August 1979.

9. Jude, R.J. 'System Study of an Inertial Attitude Measurement System for
Earth-Pointing Satellites', ESA Conference on AOCS, Noordwijk, 1977. %: '

10. Dyer, P and McReynolds S 'Extension of Square-Root Filtering to include
Process Noise', Journal of Optimization Theory and Applications, Vol.3,
No. 6, 1969, 444-458.

11. Kaminski, P.G, Bryson, A.E, and Schmidt, S.F. 'Discrete Square Root
Filtering: A Survey of Current Techniques', IEEE Trans. Automatic
Control, AC-16, No. 6, 1971, 727-735.

• 12. Albert A.E, and Gardner L.A, 'Stochastic Approximation and Nonlinear
"" Regression', MIT Press, 1967.

% 13. Wilcox J.C. 'A New Algorithm for Strapped-Down Inertial Navigation', IEEE
Trans. Aerospace and Electronic Systems, AES-3, No. 5, 1967, 796-802.

14. Ickes, B.P. 'A New Method for performing Digital Control System Attitude
Computations using Quarternions', AIAA Journal, Vol.8, No.1, 1970, 13-17.

15. Lefferts,E.J., Markley,F.L, Schuster, M.D. 'Kalman Filtering for Space- %
craft Attitude Estimation', J. Guidance, Vol.5, No.5, 1982, 417-429.

16. Palmstro m, R.E. 'FADS Gyro Performance and Testing', Communication from
Ferranti to BAe, 15th April, 1983.

I.- - 01
17. Cope P. 'Fads Performance in a 24 hour orbit' telex from M DS to

9Ae-Rristol 31 Aug 1983.

7. ACKNOWLFDGEMENTS

The wo-k -epo-ted in this naner was unde" a cotract from the RAE. Farrohrough
(cn-ordinated by A.Sarne-ki ) and fuinded by the UK Department of Industry. "
The author ac-knnwledges helpful -,,llaboration with Marroni Space and Defence
Systems (J.R.Crowden and P.C)p , a d Fe rant i Navigat ion Svstems Department
(R Pal Mst -4 T who ruppl iol t he r-eo nt gyro) test dalta . Other staff engagedl

1i p-, thiF nroi(-t at Rritirn Ae,"rpae . Sniae and Communi ations Division
(riFtoI ha're bpn M.Bradf~rd. R.Hu hard and C.Peat.

4-.

V. -4



<U-',

8 APPENDICrS i
8.1ANALYSIS OF GYRO DATA

8.1.1 The averaging Process

The first results required refer to the proces of averagig over an interval orf time T.
It will be sufficient. to characterise the input as one with the auto-orrelation Dmotio

x(t)x(t+lr) =a 2exp(-W t) 8.1

and spectral density (per rad/s)

(22 a +W2 ,w 2 ) 8.2)

The variance of the output y, for input. x is

• a~~~
2  T fT"'" . "]

J JT exp(-W Ir-rI)d 2 *

" .+ ff rr+~2 -wo<+ rj) _ -1 ,> I::::::::.. .
e o f dt12)

T- iji,.jd2+d

2 a2 - , (8.4)

e 0T]+..[oW
Denote by yi the value of y in the ith interval then by a very similar calculation we

deduce

ayi+1  ( 1 -eWT 2 (8.5)
j~iy~ 1 -e ... :

and consequently from (8.4) and (8.5) the correlation between successive levels yi is

When

W T >>10

(8.6) approaches the limiting form

W T (8.7)
L% 0

and the limit of (8.U) yields similarly

2 2a2  (8.8) .

W T
0

It follows that if this form of averaging is applied to a process with a
greater than 1/ then the serial correlation of y. will be negligible. Thu y - be
a random rectajular wave, with the sarm mean valu as the input., and the well-ki .. auto-
norrelation function.

R(t) 2a2(1lt/T); 0tkT (8.9) O

, R(t) 0 ; t > T

The onrresponding spectral ensity function is

- 2 4 L 2."""

which has bandwidth to half per

0.443/T Hz ,

" _ if T is in seconds. "
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8.1.2 Fitting AR and MA tbdels

Standard computer pacokages are available but, since only v soon 1-orA r mor~ P1: ir- iii-
simpler calculationis sufficed. They are specified here, -1s a inatter ,if'iv

Fitting to autoregressive (AR) models is easy because it reduces t,- li'ecir ba t-.Irof
Thus to fit (4.4) assuming y(n) is measured perfety (aa ar '~ ty W t 'n

pit S. = ~ l~4Zin

and the solutions can be expressed as

a, 5 -. 5..2 o
M , (S 5, s, 5.S. V/ 1

where

If the same type of approach is applied to the moving average (MA) model (45,it
a nonlinear minimization for which a computer routine should be employed. in rier t
avoid this we adopted the approximate approach of fitting to the comruted variance an:
correlations as follows. Thus from (4.5) we can show that

6,6,(8..15)

There are three nonlinear siimltaneous equations to solve for the three unknbowns. Sub-
stitute =~sn o

b. =cexsinesC-n4S

63 C S(8.16) .0

where 1=

leaving two equations in0 and ~.Substitute t tanO ,to produce one nonlinear equation in
t, etc.

8.2 ANALYTICAL DETAIUS OF~ THE ESTIMATOR 5--. *
8.2.1 Relations for Section 3.2

( -tan ..(aeISc- Io NAC 3 CMS0
r2d~-ofss Si (8.17)

-ta P.., C.$,c5.Co (8.218)
wher -tan es nL~, ou c fi eu eicA Cs+s'C-



~. - - W.

I (II7.

In order to deduce the sequentijal zcoLut ion, noto

which permits the re-arrangemenat

or A~

=~~~Y + +. c~L~ 2.) + -

In order to generate the inverse alsc hy a sequential process we make use of the matrix
identrity.

[I + PHR'H 1rj P P PH LW PH + R]HrP (8.26)

Put K= 6C and R I j rearrange as,

F -+ T  ' P/ -- PH[-fPH- >,IJ HrP
Thus if P=A-

823 or Bh 2=(8.27)
-~ ~ [H H H B H~>iI' ,.

823 Transformat ion to Square Root Form

Let[1 - i j(.8

where e is given hy (3.20) and o(Aby (3.22).

Form S
~ S T~~ T S. e,

+d-2 S. .. ... ,r,

but e T e. is ccalar, hence

Sibst itut~e (3.22) int~o (8.29) to yield

S~s2 A''. S~AT '/ + .'r. T.

4.,Now sjhstitut.e (3.18) and (3.20) into (8.-30), henice

Given this ha:s been derived for orly one mea.rime't, the' iv!. ~
scalar. it i:. exiactly the -§atr as (8.2)7, thlig 1,frtfI . i .

Iith o re, ro'j~rt r ix )I p the j 1 I] r 71( r it itr

Xnt+ 9 b . (y , -6 :" ).

hiit fre (P..31

Thierefor" ~' a , t- writ, -,i t a ilIt ir, (3. 12) jtj -c j *K* .
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INERTIAL-OPTICAL ATTITUDE DETERMINATION AND MODEL "'

FOLLOWING CONTROL OF MANOEUVRING SPACECRAFT

by

-\ T. Zwartbol and A.P. Terpstra 0 0

National Aerospace Laboratory NLR
Postbus 153

8300 AD EMMELOORD
The Netherlands

ABSTRACT

-N'>The paper presents an approach to on-board commanding, estimation, and control of the attitude motion

of manoeuvring spacecraft, based on modern control principles.
Firstly the control algorithms are discussed. The control law is based on explicit model following.

It comprises single-axis models of the spacecraft motion, which generate a target trajectory and associ-
ated target control. The spacecraft tracks the target trajectory by means of the target control which is
fed forward to the spacecraft, and by means of state feedback control. A spacecraft state estimator pro- '6' 0
vides for the estimates of the spacecraft state (attitude, angular velocity), and provides for the esti-
mate of the disturbance torque which is used for disturbance torque compensation.

Secondly an algorithm for inertial-optical attitude determination and estimation of gyro parameters
(dart rate bias and scale factor error) is presented.

The algorithms were validated in software simulations of an attitude control system of the type as
used in the Infra Red Astronomical Satellite (IRAS). The control law and state estimator were tested in-
flight, in an on-board experiment with the IRAS spacecraft.

The considered control system comprises a strapdown rate-integrating gyro and a slit-type stLr sen- - *
sor for optical-inertial attitude sensing, a reaction wheel actuator, and a 16-bit on-board computer.

The estimation and control algorithms are described, design trade-offs are discussed, simulation re- .
sults and in-flight results are presented.

4 1. INTRODUCTION

Several years ago the National Aerospace Laboratory NLR initiated a research programme on modern es- *1 .
timation and control techniques in spacecraft applications, Refs. 1, 2, 3. The present paper describes al-
gorithms for on-board commanding, estimation and control of the attitude of manoeuvring spacecraft using
an on-board computer. Their performance is demonstrated in a case study of, and in-flight experiments
with the Infra Red Astronomical Satellite (IRAS , Ref. 4).

The following items are discussed:
- on-board commanding of the spacecraft attitude motion,
- a model following control technique for attitude manoeuvring,
- an estimator for state feedback and disturbance torque compensation,
-a Kalman filter for inertial-optical attitude determination and estimation of gyro parameters.

The algorithms have been tested in software simulationsof a fine control system of the type as used
in IRAS. The algorithms are currently being implemented on-board IRAS, and tested in flight. Some initial
in-flight results are presented. 

N'- '

2. THE ATTITUDE CONTROL PROBLEM

tie
The attitude control problem is depicted in figures 1, 2, 3. The satellite attitude with respect

to the geocentric reference frame, figure 1, is defined by the angle about the sunvector OZ, the offset
angle v about the y-axis, and the yaw angle , about the x-axis. The payload boresight is along the + x-
axis. The commanded spacecraft attitude is defined by two angles {v , v I where % = 0 (the suffix c denotes
commandeo), wnich suffices for the payload to be able to cover the celestial sphere. 0(he.uffx-

The spacecraft is to perform accurate and very stable scans and pointings about the sunvector for ob-
servation purposes. The commanded spacecraft motion consists of series of tracks of constant
angular velocity c and constant offset angle vc = 0). By concatenation of different tracks, defined

by {c+ ' ,c c ' arbitrary observation patterns can be prescribed, such as scans, rasterscans, stripscans,

pointings, etc., figure 2. The manoeuvres (slews) between the tracks, during which no observations can
take place, must be performed in minimum time, figure 3.

The spacecraft is equipped with reaction wheels (RWLX, RWLY, PWLZ) along the x-, y-, and z-axis. The - .-..
.4 angles ., anu ., are r ieasured by a two-axis fine solar sensor (FSSY, FSSX). For- deterriination and control

of *' attitude about the sunvector a sampled, rate-integrating gyro (GYRZ) is used, whose input axis is g ..
aigned with the z-axis. A slittype star sensor (SSE), whose line of sight is aligned along the + x-axis,
provides intermittently - e.g. 3 to 12 times per orbit - additional measurements of the attitude about the N
sunvector. A 16-bit wordlength on-board computer (OBC) is available for data processing. The sample fre-
quency of the control system is 2 Hz.

3. CONTROL SYSTEM DESIGN APPROACH

The equations of three-axial rotational motion of the spacecraft are coupled, nonlinear differential
equations. The aim is to simplify control system design to the design of three single-axis systems, viz.,
the x-axis system (FSSX, RWLX) for control of (,,I), the y-axis system (FSSY, RWLY) for control of ( , ,),
and the z-axis system (GYRZ,RWLZ) for control of ('PJ). It is found from analysis of the th'ree-axial mo-
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tion, see Appendix A, that the motion (v, ) can be decoupled from the other axes, where cross-coupling

torques and kinematic coupling effects are small and can be considered as disturbances. However, it ap-
pears that control of the motion A) is strongly coupled with the control of the motion (,')• This is -

plausible,because control of the motion about the sunvector must involve simultaneous control commands to
z-axis and x-axis in order to maintain 0 = . To this end the control law for the motion (;,,) about the
sunvector is made to generate a control u, (acceleration about the sunvector), which is distributed in the

proper ratio over the z-axis and the x-axis. Likewise, a kinematic coupling itC/cosn, which is a major dis-con-turbance for the motion (,.)during simultaneous slews, is compensated by an additional feedforward con- - ".
trol to the x-axis. The feedforward control conmmands effectively decouple the equations of motion, and .. ]•.

hence control algorithm design for (v, ),and for ( and (vC.) can further proceed separately.
In the next sections we limit ourselves to the discussion of the algorithms for command, estimation

and control of the motion ( ,Q) about the sunvector, on basis of the blockdiagram, figure 4.

4. SPACECRAFT MOTION COMMANDING

Figure 3 shows a Seneralized trajectory of the desired spacecraft motion ( ) "Ic() aon1h
sunvector over some observation period, e.g. several hours. It consists of tracks i of constant angular ve-
locity c,i' beginning at initial attitude y at time tci •

For the purpose of commanding the spacecraft motion, a table, called Satellite Operations Plan (SOP),
is loaded by ground command into the on-board computer. The SOP contains sets (tcJ i  c,i' T cJ! giving .

the initial conditions and the desired angular velocity for each track. The commanded spacecraft state is
.T

" " defined by: xc,k tk)c i.e. the desired spacecraft attitude and angular velocity at the control

system sample points tk.
A "Setpoint generation" program in the on-board computer calculates the commanded state by linear extrapo-
lation,according to

x c,k+= A xc,k

where i At i "
A At : sampling period of control system

Algorithm (i) is properly initialized at each tc, i with the initial state xci.•

The commanded state xc,k constitutes the setpoint for the model following control law. p.-

.o. MODEL FOLLOWING CONTROL LAW

The following states and state errors are considered (Fig. 4):

commanded state xc,k = (Tc,k' c k T

,kT= ...'
target state xT,k = ('T,k' T, T

spacecraft state Xk (k ' T
k N k ~

target state error ZT,k ( )T,k' T,k)T = (xTk xck•

spacecraft state error zk ( e,k' "1 e,k = (xk Xck)

model following error T,k (E~l,k' 2 = (xk - xTk"

The control law has to generate controls, such that the snacecraft state "zeroes in" on each newly .
con ianded track in minimum time, and such that in steady-state the spacecraft state closely follows
the commanded track. This is performed by an explicit model following control technique.
The control law consists - in essence - of:
- a target trajectory generator. The target trajectory generator algorithm comprises a single-axis model of

the spacecraft motion about the sunvector, controlled by a time-optimal control algorithm. At each "jump'
,

in the commanded trajectory it generates a transition trajectory or target trajectory xT which "zeroes-in"

on the commanded track xc, figure 3. The associated target control uT is fed forward to the space-

craft. After the transition the generated target trajectory becomes exactly equal to the commanded track
and the target control vanishes until the next transition. Because the spacecraft model is noise-free,
and not subject to disturbances,truly time-optimal (single-axis) transitions are generated in this way.
If the spacecraft state closely tracks the target state, the spacecraft state will also "zero-in" in
minimum time,and closely follow the commanded state in steady-state.

- a state feedback regulator. Due to feedforward of the target control the spacecraft tends to follow the
target trajectory. However, state feedback is applied to ensure that the spacecraft state closely tracks .
the target state. Estimates of the attitude and angular velocity about the sunvector are produced by the
spacecraft state estimator (part of the estimation algorithms, sect. 6). It also produces an estimate of
the disturbance acceleration, which is used to compensate the disturbance torque.

A heuristic derivation of the discrete state equation and the components of the control law is qiven in the
next paragraphs. Numerical values of control law parameters are summarized in table 2.

Spacecraft state equation. The control system is a sampled data system, with fixed sample rate. in Ap- "
pendix A the continuous-tiFe state equation for the motion (4,(t), (t)) arourd the sunvector is derived, .-. .. "
Eq. A(13), which after integration over the sample interval yields the discrete spacecraft state equation

xk+l =A xk + b u ,k + b mk (2)
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where T
Xk ( , (tk) ; u the control command (acceleration) around the sunvector,
A,, ~composed of the target control uT, the disturbance com-

A At pensation uD, and the feedback control uR '
0 1 m = the disturbance acceleration around the sunvector. 4 _0

2 T
b = (At /2, At)T,- At = the sampling interval of the control system.

is Targe trajectory generator. The spacecraft model used in the design of the target trajectory generator

s the deterministic part of the spacecraft state equation (2), which is denoted by

XTk+1 =A XTk + b uTk (3) 0 .

where T

XT = (OT' T) is the target state.

The target control of the discrete system Eq. (3) is generated by a modification of the well-known time-
optimal bang-bang control law of a double integrator system (Ref. 5).

The modified, discrete minimum-time control algorithm is basically of the bang-bang type, Fig. 5.

uT'k u sign(2 aT uT 'T,k + T',k PTkl)' in the phase-plane
T~k Tax TTmax(4)UT,k -

2mu gnTk), along the switch-curve

where

u is the maximum attainable control effort,
Tmax
mT is a design parameter,

'T= "T - 'c , is the target attitude error,

T = T - c , is the target velocity error.

The acceleration level during the initial phase of the transition is uT and during the terminal phase
max

(along the switch-curve) aTuT , where aT = 0.7 to 0.8 in order to provide a torque margin for feedback reg-
max t!

ulation and disturbance torque compensation. The other modifications account for possible constraints on
the allowable spacecraft inertial angular velocity , and for the finite sampling of the system; the former

by setting uT = 0 (coasting) when the relative velocity limits 2+ and o- are reached, the latter by adjust-

ing the control torque uT upon reaching the switch-curve.

A linear dead-beat algorithm is used near the origin of the phase-plane, as the discrete bang-bang algo-
rithm (4) will cause overshoot and repetitive switching. The deadbeat control algorithm is

uT,k = Kdb ZTk (5)

where Kdb is the deadbeat gain vector. Deadbeat control is used in the region where (0,0) can be reached in

two sample intervals, while

IKdb ZT, T uT . (6)
UTmax " - o.

The target control uTk thus generated is fed forward to the spacecraft.

Disturbance tor ue compensation. Given that the target control is fed forward to the spacecraft, from . .
Eq. (2) and Eq. (3) it appears that the disturbance torque causes the spacecraft state to deviate from the
target state.
The spacecraft state estimator produces an estimate ( of the disturbance. The disturbance torque effect on ..-.

the spacecraft state is counteracted by an additional control comiand: 0 .

u Dk 'O,k (7)

State feedback regulator. The aforementioned control components uT and uD are of theopen-loop feed-

forward type. In order to ensure thdt the spacecraft indeed closely tracks the target trajectory (follows
the model), the control loop is closed by a feedback regulator, producing a control command uR. From Eqs.

(2), (3), and (7) one finds that the model following error c evolves according to

m ~+ Pk+bF,k +b u Rk' (81
where Em = m1P - M represents the effects of disturbance acceleration estimation errors.

Feedback control is suitable to stabilize E, and thence x - xT, as required. " *q

The optimal gains of the state feedback regulator are calculated by optimization of the quadratic integral
performance criterion

J =J T Mt RE (t) dt .(9) ~
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The weighting matrix R is taken

r1  0

R= (10)
0 r 21|

where r1, r2 are the weights on the attitude error and the velocity error respectively. Only the ratio

rl/r 2 is important,as J can be scaled by this factor. So the relative weight rl/r 2 can be used as a design

parameter in establishing the regulator gains. Standard software packages are available for discretization
of the performance index, and calculation of the optimal gains (Ref. 6).

The feedback regulator normally operates under steady-state conditions, that is, the model following error
is small and hence the required control effort will not exceed the attainable maximum. However, situations
can arise where larger model following errors occur, which saturate the control, i.e. the requested control
exceeds the maximum control available. In general the considered control system with linear state feedback
exhibits very badly damped transients when saturation of the control occurs. Therefore the feedback regula-
tor is extended to dual mode operation (Refs. 7, 8). The final form of the feedback regulator is

R,k -(l,lk 2yE2,k + k ,,k 2  
(1m R max

where F , are the attitude and the angular velocity model following errors respectively, kl,k 2 are the "

linear feeoack gains, and T uT was defined previuously.
max

For large errors Eq. (11) generates a bang-bang like, nearly time-optimal control. The function is
rather steep (depending on k,) around the "switch-curve" £1 + E p,21C 2/2TUTm = 0. and the clipping of the

p2max !Y.ma
control, lURkI < U.ma, resembles the sign function (compare the time-optimal control law for the target

Rk'"Tmax,
model). So for large errors (F ,k, ,2,k) will move towards the 'switch-curve", and will move "bang-banging"

around the "switch-curve" towards (0.0). Hence large errors are reduced in a nearly time-optimal manner. -"-.
For small errors the quadratic velocity term is small compared to the linear velocity term, and the re- -_-- 1 -

sulting control resembles linear state feedback.

Total control command. The total control command is given by

u = uT + uD + uR  (12) . .. -

It is noted that u is the control acceleration for the motion around the sunvector, which must be properly

distributed over x-axis and z-axis. Hence the control command to the z-axis is

Uccz = u cosy , (13) -

and the feedforward control command to the x-axis is

u = - u sinv (14)

6. ESTIMATION ALGORITHMS

The attitude around the sunvector is measured by means of the z-axis gyro and the star sensor. A block-
diagram of the sensor data processing is given in the part of figure 4 denoted "Estimation Algorithms"
The attitude around the sunvector is measured through correction and summation of the z-gyro output sani-
ples at the sample points tk' taking into account the offset angle vk.
The attitude measurements from the gyro are processed further in one part of the estimation algorithms,
called spacecraft state estimator, yielding estimates of the spacecraft state (attitude and angular velo- 0 0
city) and the disturbance acceleration.
The star sensor attitude measurements are performed intermittently, e.g. 3 - 12 times per orbit. These meas-
urements are processed in the other part of the estimation algorithms called gyro parameter estimator, yield-
ing estimates of the spacecraft attitude and gyro drift rate bias and scale factor error. The estimates of
drift rate bias and scale factor error are used for correction of the gyro output. The attitude estimate is
used for updating of the gyro attitude reference, and the spacecraft state estimator.

6.1. Measurement of the attitude around the sunvector

The gyro produces pulses representing angular increments about the spacecraft z-axis of nominally
I arcsecond. The pulses are counted in a up-down counter, which is sampled and reset at a fixed rate (here
2 Hz).
Each gyro output sample *g,k (gyro output increment over the sample period tk1 , tk) is corrected for

scale factor error and drift rate according to: S. .5

Iqgc k  (I + 'SF )  .eg,k +  b *t, (15)

where Aspgc, k is the corrected gyro output sample, and ^SF and Wb are the most recent estimates of scale -"'
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factor error and drift rate bias.
The corrected "measurement" of the attitude around the sun vector then is given by:

k

gc ,k 1 i + *( ico s\ 16)11k=~ "gci ' '
where ;jis the most recent spacecraft atti tude es ti mate es tab Ilied by the gyro pd raie ter- es t iator .

4I 6.2. Spacecraft state estimator ]
The control law uses estimates of spacecraft attitude, angular velocity, and disturbance acceleration,

at the instant , tk* The estimates are obtained by the spacecraft state estimator.

Measurement equation. The spacecraft state estimator uses the integrated gyro output (Eq. 16) as its
measurement. rtis assumed that measurement errors - mainly quantization noise and high frequency noise -

are white. Thus, the measurements can be modelled by

Ys,k = "gc,k = 
Yk + Vq,k (11)

where Vqk is the measurement noise, with

2Vq(.) - N(O, oq).

System equation. For the design of the spacecraft state estimator the state vector from Eq. (2) is
augmented by the disturbance acceleration to be estimated. The total disturbance is considered to be com-
posed of random noise, which is modelled as a Gaussian white sequence wtm, and a slowly varying accelera-

tion, which is modelled as a random walk process m with forcing function w. ... L *
The resulting system equation is given by

Xs,k+ I =A s xs,k + bs u ,k + [s ws,k (18)

where

2 2 m6Xs= A [ = A, At • w"

~ 21 t2' t2 >;.-v.

0 0 , 1 Wm -@

The system noise vector ws is a white sequence, with
s 2

[t 0
ws  - N(O, Qs). .1 ..- ..

Estimator equations. The estimator equations follow from the Kalman filter theory

prediction equation ['"+'-' "'-19A R + b u (19)"" " "' "Rs,k  s  Xs, k-1  + s  U ,k-I  ... -.. ,.

update equation + - +0 0
x x (0s,k s,k KS ( gc,k k

where the superscripts , -, and + denote estimates before, respectively after the measurement update, and
K is the estimator gain vector. .,

Since the system is time-invariant, the estimator gains will settle on a steady-state value. The im-
plemented estimator uses these precalculated, steady-state gains. Standard software packages are available .. - ,
for calculation of estimator gains (Ref. 6).

The quantity 2 is a useful design parameter for trading-off steady-state filtering performance versus fast

transient response to sudden disturbance torque changes. Disturbance torques change rapidly during manoeu-
vres, whereas during steady-state tracking they only vary slowly. During steady-state high filtering ac-
curacy is required - to obtain high control accuracy - resulting in a slow transient response of the filter.
During manoeuvres fast response of the filter to disturbance torque variations is required, as a slow re-
sponse causes considerable transient attitude and velocity errors. In our case no acceptable compromise be- ,
tween steady-state accuracy and transient response speed could be found. Therefore it was decided to use
two sets of gains and a gain switching mechanism. One set is used during steady-state, whereas the other
set is optimized for fast transient response. Detection of sudden disturbance torque changes and switch-
over to the other gains-set is performed by monitoring the measurement residual
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rk 4 - (21)k gc k k

and comparing it with a threshold value. The switch-over criterion is given by:

Ir ? rst.s - switch-over to "fast response" gains

Irk1 < rf r - switch-back to "steady-state" gains

where irk is the absolute value of the current measurement residual. The threshold values rsts and rfr

are chosen approximately equal to the (experimentally established) 3a values of the measurement residual -.-.- -
of the "steady state" estimator, respectively the "fast response" estimator.
The numerical values of system and measurement noise and the resulting gains are summarized in Table 2.

Remarks.
- The use of the disturbance model in the estimator improves the accuracy of attitude and angular velocity
estimates (cf. Ref. 13). Moreover, use of the disturbance estimate in the control law quickens the space-
craft response, and prevents steady-state attitude errors.

- The gyro measurement noise represents quantization effects and high-frequency gyro noise, which are as-
sumed to be white. Strictly speaking there will also be other residual gyro errors, e.g. due to the lim-
ited accuracy of EF and Qb' and residual drift. These residual errors, which nay not be white,

are not observable and thus cannot be filtered out. This implies that the estimates $k and k will be 0 S
corrupted by residual gyro errors. The effects on 4 being a low residual drift rate, are negligible

The accumulated effects in k require that k is also updated by the absolute attitude estimate

through the gyro parameter estimator (Fig. 4).
If the spacecraft state estimator and the gyro attitude reference are updated, the attitude control system
may produce a jerk which may be unacceptable from the payload point of view. In these cases the attitude
update may be delayed till a more suitable time.

6.3. Gyro parameter estimator

The gyro parameter estimator is based on the system-, and measurement equations of gyroscope and star sen-
sor. The mathematical models of these sensors and the associated system- and measurement equations are de- -.--

scribed in Appendix B.
The resulting gyro parameter estimator is of the minimum-variance Kalman-filter type. For the case consid-
ered in this study it has been assumed that 3 to 12 stars, but on the average 6 stars, can be observed per
orbit. This implies that the filter will be able to estimate only the constant or nearly constant part of
the gyro drift rate, i.e. the drift rate bias wb(t), and scale factor error ESF(t). Generally accepted mod-

els for these parameters are random walk processes to account for the long-term variations of the drift
rate bias and scale factor error (Ref. 9).
The system matrix and system covariance matrix of the gyro parameter estimator are functions of the space-
craft angular velocity history and the time-interval between successive star measurements. Therefore the
estimator gains in general will not settle on a steady-state value. This implies that the system matrix, .'S
the noise covariance matrix, and the filter gains have to be calculated on-board. - .-
It is noted that ESF(t) and wb(t) are not observable separately if the average spacecraft angular velocity

between three consecutive star measurements is constant. Thus, manoeuvres are required to obtain estimates ..- -
of ESF and wb separately. During periods of constant angular velocity (scan) only the drift rate bias is

estimated, whereas the scale factor error is treated as a consider parameter (since the scale factor error
varies slowly, one may take its uncertainty into account, but abstain from updating, (Ref. 10). Thus, scale
factor error variations are estimated and corrected for via the drift rate bias estimate. "
In view of the finite computer wordlength (16 bits) special attention had to be paid to numerical stability.
The U-D factorization algorithm was chosen as the computationally most favourable, numerically stable algo-
rithni (Ref. 11). Algorithmic details may be found in reference 12. . -

•.-.." %. -

7. SOFTWARE SIMULATIONS . .

The performance of the estimation and control algorithms has been investigated through software simu- A D
lations of an attitude control loop of a spacecraft of the IRAS type.
Commanded attitude motions are pointing, scanning, and fast reorientation about the sun vector.

7.1. Truth-Models

For simulation purposes, models of the involved hardware components ("truth-models") have been devel-
oped. S .
The reaction wheel simulation involves torque saturation, friction, torque noise, etc.
Gyro drift and scale factor error simulation are based on discretized versions of the models given in
figure 6.
Truth-model parameters are summarized in table 1. Parameter values are based on manufacturers specifica-

* tions, and in-house measurements (Ref. 14 and 15).

7.2. Simulation Results

Performance of the gyro parameter estimator. The gyro parameter estimator performance is judged
through the residual gyro attitude measurement error, i.e. after applying the corrections for 7SF' ib' and



New estimates SF (if observable), Wb, and $ are implemented inmediately after each star measurement.

Results are shown in figures 7a-b.
Figure 7a shows the performance during a calibration run in which the spacecraft is manoeuvring with both
positive and negative angular velocity; both drift rate bias and scale factor error are estimated. The mean
time between star measurements is 1000 sec.
Figure 7b shows the performance during a 6 orbit, constant anjular velocity scan. Six stars are seen per p

orbit, the mean time between star measurements being 1000 se1 . Because of the constant angular velocity,
drift rate bias and scale factor error are not observable scparately; the scale factor error effects are
estimated and corrected for indirectly through the drift rate estimate.

Spacecraft state estimator performance. The spacecraft state estimator performance was studied in a
number of runs, trading off steady-state filtering accuracy versus short response time to disturbance tor-
que changes.
An example of the disturbance torque estimation response is given in figures 8a-b. It will be clear that
the transient (torque) estimation errors will cause transient attitude and velocity errors. In order to ob- .
tain adequate steady-state filtering performance, as well as fast transient response, and limited attitude
and velocity error transients, the estimator was implemented with two sets of gains (section 6.2).... " "

The resulting disturbance torque estimation response, and attitude and velocity error transients are shown -.

in figures 8b-d. It may be concluded that the estimator performance is satisfactory. The attitude error
transient caused by the disturbance torque step change does not exceed 5 arcsec, thanks to the fast esti-
mator response.

Control law performance. Control law performance can be judged from reorientation (slew) performance
and from steady-state tracking performance. O
- Reorientation performance is mainly determired by the target trajectory generator.

% - Tracking performance is determined by the disturbance torque compensation and steady-state feedback regu-
lation.

The "overall" tracking performance appears from figures Sc-d. The short term lo values of the attitude
c.q. velocity error are 0.36 arcsec and 0.38 arcsec/sec respectively. Reorientation (slew) performance is
shown in figures 9a-b. Reorientation manoeuvres are time-optimal within the given constraints of the tar-
get trajectory generator. This may be concluded from figure 9a, which shows the spacecraft attitude error
(: actual attitude - commanded attitude) during a slew. The jump in the commanded attitude causes a jump in .O
the attitude error, which is reduced in minimum time. It is noted that there is no transient at the end of
the slew. The slew-time equals the theoretical minimum slew-time of the target generator. It may -.-
be concluded that the spacecraft closely tracks the target trajectory and that reorientation of the actual
spacecraft takes place in minimum time.

8. IN-FLIGHT RESULTS

The control law and spacecraft state estimator have been tested in flight. To this end the algorithms
have been loaded from the ground in the on-board computer of IRAS, where they have temporarily taken over
fine control around the sunvector from the existing PID/dual mode control law. Some results are shown in

%, figures lOa, b, c. The commanded motion is a rasterscan, comprising two tracks, at positive c.q. negative
angular velocity Nc 1.925 arcmin/sec, of 60 seconds duration each, separated by a small slew for angular

velocity reversal. A transition time of 10 seconds between the tracks is taken into account, which corre-
sponds with a jump in the commanded attitude of A~c = 10 x 1925 x 60 = 1155 arcsec. The optimal transition

time for this jump/angular velocity reversal is ts = 8 seconds. 077

It can be concluded from figures 10a, b that the model following control performs well during the transi-
tion. The measured attitude error ( = and velocity error are within steady-

estate specifications (lpmel 5 arcsec, 10mel < 5 arcsec/sec) within 9 seconds.
However, a slight overshoot ( 4.5 arcsec) and a transient behaviour are observed in the attitude error at
the end of the slew. Although within steady-state specifications, it is a flaw compared to the simulation
results (Fig. 9 ).
The reason for the overshoot is a mismatch of the moment of inertia of the spacecraft model - used in the
target trajectory and state estimator - with respect to the actual moment of inertia of the spacecraft. It
is noted that the inertia of IRAS has decreased since launch because of expenditure of the coolant of the
telescope. The wore oscillatory behaviour - compared to the simulation results - is due to the processing " - -

delay between the sampling instant and the issue of the new control command. The delay is 0.07 sec (fixed) - -
the sampling interval is 0.5 sec. on board IRAS. The delay was not incorporated in the software simulations.
The in-flight behaviour has been confirmed by simulations incorporating the delay and inertia mismatch. The
in-flight behaviour can be further improved by reduction of the inertia mismatch, which is simply a matter O
of adjusting one parameter. The delay can be compensated by a simple modification of the target trajectory

* generator and state estimator, involving an extra prediction cycle over the processing delay. In this way
-e the original performance can be re-achieved.

The steady-state tracking performance is very good. This is in particular apparent from the quiet con-
trol behaviour, figure lOc, and the velocity stability, figure lOb. There is no steady-state attitude
error, figurte 10a. I -

Flight results from the IRAS spacecraft, obtained with the conventional, well tuned PID/dual mode con-
trol law are shown in figures lOd,e,f. The commanded motion is a similar rasterscan. The performance improve-

%. ument due to the new control algorithms appears from comparison of the io values.

The resultsfigures lOa,b,d,e,were obtained from unfiltered gyro measurements. The gyro output is
sampled every 0.5 sec.,and has a quantization of 1 arcsec. Hence, the 1 values of the measured attitude

*._, error and velocity error are larger than the IT values obtained from the software simulations, where the
true attitude and velocity are known from the simulation.

Remarks.

- ue to the good steady-state filtering performance of the spacecraft state estimator a low-noise esti-
mate of the disturbance acceleration is obtained for cancellation of the disturbance torque.



Manoeuvres are performed mainly in feedforward by the target trajectory gene rIto - r t. I rl
width of the feedback loop can be decreased and the damping can be increased without ret r i,: i I..
overall response.

- The application of the state estimator and state feedback enables higner" da:i~pind tc :e.
to a conventional PID control law, where the O-term causes unwanted ariplification , n< .

9. SUMMARY AND CONCLUSIONS

The paper presents algorithms for on-board, sampled data, estimation and contrul of tre attit .,-

tion of rigid spacecraft.

The presented control law is based on model following control principles. It intenrates the spacerdt
reorientation problem and the steady-state tracking problem. Reorientation is performed nainly by a target
trajectory generator which calculates a time-optimal transition trajectory and associated target control.
Tracking of the target trajectory is performed by state feedback regulation. The feedback regulator Lan te
optimized for steady-state tracking performance, due to feedforward of the target control and estimated
disturbance acceleration.

The estimation algorithms concern the filtering of inertial-optical attitude sensor data, and space-
craft state estimation. The gyro parameter estimator uses intermittent star sensor measurements to calcu-
late estimates of the spacecraft attitude, the gyro drift rate bias, and (if observable) the scale factor
error. The estimates are used for updating the attitude reference, and online correction of the gyro output
for bias drift and scale factor error.
The spacecraft state estimator produces estimates of spacecraft attitude, angular velocity and disturbance
torque, using the corrected gyro measurements.

Software simulations indicate satisfactory performance of the algorithms.

The control law and spacecraft state estimator have been tested in an in-flight experiment on-board
the IRAS spacecraft. Reorientation (slew) performance is close to time-optimal and hence satisfactory. How
ever, incorporation of the processing delay (between sampling and issue of the control command) in the tar-
get trajectory generator and spacecraft state estimator and better tuning of the spacecraft model inertia
will further improve the response.
Steady-state tracking performance is very good.
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APPENDIX A DERIVATION OF THE SPACECRAFT STATE EQUATION

Reference frames. The following orthogonal right-handed reference frames are defined, figure 1:
- spacecraft centered , body-fixed reference frawe oxyz.
- geocentric reference frame OXYZ.
The geocentric reference frame is treated as an inertial frame in order not to complicate the derivations . _
unnecessarly.

Attitude angles. The attitude of the body fixed frame with respect to the geocentric frame is de-
scribed by the angles a, v, ,. These are obtained by three successive rotations of the body fixed frame,
from the inital attitude coinciding with the geocentric frame to the final attitude, in the following order;
first a rotation 4, about the initial z-axis coinciding with the sunvector, secondly a rotation , about the
newly displaced y-axis, thirdly a rotation a about thp final x-axis.

Commanded attituue. The commanded motion of the spacecraft is about the sunvector and about the y-axis 0 '
only. Hence the commanded spacecraft attitude is defined by two angles; the angle Vc about the sunvector,

and the offset angle Vc' while c =.

Kinematic relations. The relation between the angular velocities Y, y tz about the spacecraft body-
fixed axes and the rates of change of the attitude angles is: x.y--

1 s inatgv cosutgv P0

= 0 cosa -sini (Y (A.1)
Iy

0 sin,/cosv cosa/cosy LP.._

The inverse relation is:

Wx 1 0 -sin,) a

Wy 0 cosi sinucosv (A.2)

(z 0 -sino cosvcos- "

Differentiation of Eq. (A.1), and elimination of Wx' y ,z by substitution of Eq. (A.2) in the result
leads to: x(y

I sinutgv cosatgV Ltg)+yC/cosv .

0 cosa -sinc n iy + - acosv (A.3)

0 sina/cosv cosa/cosv z C&/cosv tgv

Spacecraft dynamics. The angular acceleration around the body axes x , , are obtained from the
x y ,Pz

spacecraft dynamics, i.e. the Euler equation.
The spacecraft is a rigid body, equipped with x-, y-, and z-axis reaction wheels, whose spin axes are
aligned parallel to the body-fixed axes. It is assumed that the body-fixed axes coincide with the space-

craft principle body axes. The moments of inertia of tht reaction wheels are assumed to be small compared . -

to the moments of inertia of the spacecraft. Then the equations of motion can be linearized, yielding

(Px u + M
ccx x

Q U + m. (A.4)
y ccy y

( Z 
= 

UCC 
+  

m' ; '- " '

z-ccz +mz

where, uccx , uccy, Uccz are the commnnded accelerations around the body axes, m n, and mn-
where, ,-

are disturbance accelerations. The disturbances include: Coulomb friction, viscous friction and torque noise
of reaction wheels, cross-coupling and gyroscopic torques, and external disturbances.

Spacecraft state equations. It is assumed that the deviations of t from its reference value ('c = 0)
are small. Linearization of Eq. (A.3) around a = 0, and substitution of Eq. (A.4) yields

Uccx +M + Uccz tgv (A.5)

V = uccy + m (A.6)
CY y

= U Ccz/Cosv + mz /Cosv , (A.7)

where o , in, mz are given by, see Eqs. (A.3, A.4)
Sy z

m m' + m' tgv, + mx + {cItgv + !1$/cosv (A.8)
x x zx

m =m' + m" - 'icos,. (A.9)
Y y y
mz = M + m + + .vsin, , (A. IC

z z
where m n;, m;i model linearization errors.

The terms mx, m , [I are disturbance accelerations. During steady-state motion the disturbances are small.
y



Only during nanoeuvres the ki nematic coup] ing terrs .,cos, and I . . , t r i rt i,
coupling) need not be soall

Eqs. (A.5) and (A. 7) deserve special attntion. it is desi red that the spacecraf t ianoeuvres around the sun-
vector and the y-axis, while 0. Frox Eq. (A.5) it appears that the z-axis control acts as a disturban(e
which is not small, especially during manoeuvres. It can be seen that control of the motion abut the sun-
vector should involve coupled control coirinands to tie z-axis and the x-axis. To this end a control law for 4 0
the motion about the sunvector is to be designed (rather than about the z-axis), which calculates control
commands which are distributed in the proper ratio over t'ie z-axis and the A-axis. The feedforward tc the
x-axis cancels the disturbance and decouples Eqs. (A.5, A.7). Of course the x-axis must further he stabili.zed .
by a suitable control law.
Rewriting Eqs. (A.5, A.6), A.7), taking into account the above yields the final state spa-e equations -9 "

=[ I + oux + mx (A i)• •

00 0 *

I U + u + m (A.12)1 1

v 0 0 1 1 10 0

+ u + i , (A.13)

*, Lo o0 01 1

where m = mz/cosv is the disturbance acceleration about the sunvector, and u is the control about th

sunvector.

Here u u , u are controls for which control laws are to be designed.
y

The total control commands around the body axes are

uccx = U - u sinv (A.14)

uccy = uy (A.15)

U = u cos% (A.16)

where -u sin, is the feedforward control component from the control about the sunvector to the x-axis, can-

celling the term uccztgv and thus decoupling Eqs. (A.5) and (A.7). *. "

Further decoupling can be achieved by additional feedforward control commands - V(/cosv to be added to u ccx'

and -,r'sir, v to be added to uccz. These controls cancel the main kinematic coupling terms, Eqs. (A.8, A.1I0).

If necessary, other disturbance components from Eqs. (A.8, A.9, A.1O) can be cancelled by feedforward as well '.
In the IRAS control system both the above feedforward controlsto the x-axis have been implemented, the
iedforward to the z-axis has been ommitted.

0 AV

APPENDIX B MEASUREMENT- AND SYSTEM EQUATION FOR THE GYRO PARAMETER ESTIMATOR
- . ,. - .-

Measurement e uation of a slit-ty/c star sensor. A slit-type star sensor in essence establishes the " '" "
time point t1 at which the spacecraft attitude equals a known attitude. The star sensor measurements can

therefore be modelled by the measurement equation

y(t I) = '(tI ) + vs(t I ) (B.1)

Star sensor measurement noise is modelled as a Gaussian white sequence with " -

s  .s

System equation of the gyro parameter estimator. The static input-output relation of the qyro can be
d e scr db-y- see -as -.

(,0 (t) ( ( t) - wd (t), / (I t)) (.2)

where kin(t) is the (lyre input rate, Wdr(t) is the total qyro drift rate reduiced to thir input axis, l (t) ... '''-.''

is the scale factor error, and (t) is the output '.. ,I to a i- ru' toi t ivy ., -t I

Assuming no misali qnr* ts ietween the jyro iriput a is and the spa.ecraft axis riiver .i :t a, fl" I

into account the offset anil e ,the anguilar ve o .i ty 'Iimunid the Ovivtoir i e 1eli terlilli of ,Ir
output by:

+ t .
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The gyro model used for derivation of the estimator is equal to the simulation truth model, figure 6. The
gyro drift rate Wdr(t) is coi:iposed of a random walk process wb(t) to model the long-term bias variations,

and an additive white noise process w (t) to model the rate noise.rn
The scale factor error SF(t) is also modelled as a random walk process, to account for long-term varia-

tions. Mathematically: 0

Wdr(t) = wb(t) + Wrn(t)

wb(t) Wwb(t) , (8.4)

SF(t) - w (t)

where the system noise vector w(t) = rn(t ) Wwb(t ) wc(t)T is a Gaussian white noise process, with

w(t) N(O, Qw ".wt iaGsa heoe os wh

where Q is the spectral density matrix of w(t).w

Substitution of Eq. (B.4) into Eq. (B.3) yields the continuous-time system equation.

0 i/cosv(t) Cog(t)/cosv(t) - 9o (t)/cosv(t) wrn (t)/cosv(t)

"b t) 0 wb (t) + 0 + wm(t).5)

0 0 0 0SF w(t)

Integration of Eq. (B.5) over the star sensor measurement interval, yields the discrete system equation for 770

the gyro parameter estimator:

Xg(tl+l) A AT Xg(tl) + ug(:T) + wg(T 5 ) + ( gVqt1+1) (B.6)

where

t = time previous measurement .

x = time present measurement
g b t1+1

F ATs t+1 - t= star measurement interval

1, ATs/ cosv(t), AY g (ATS) A g ATS)

Ag(ATs)= 0, 1 0 ; u= 0

0, 0 , 10

.: tl+i I . .-.S

, (g( T J og(1)/COSv(T) d ..~ .. tI  9-....--

The discrete system noise is characterized by:

v
0 ..[g Vq( t1 +) = q Vq .- N(O, 12#) is the quantization noise; S "•

and

w (t1+t - N(O, Qg(t t

with

r. Q (t tl) f (tl ') Qw A T (t + t) dT (B.),.'.'.- tI  -19- "..

It is noted that the system matrix A (.), the vector u (.) and the system noise covariance matrix Q (.) are

0_ to be calculated on-line from the gyro output 9 (.). As the gyro output is sampled the integrals in Eqs. . O

(B.6) - (B.7) are approximated by summations. The gyro parameter estimator is based on system Eq. (B.6) and
measurement Eq. (B.1). The measurement and system noise values used for the estimator design are summarized
in table 2.



TABLE I Truth models parareters. X to eclipic norlihpule

Sinmulation sampling frequency 2 Hz

Spacecraft. rigid. moment of inertia 646 69 2 0

-. Reaction wh~eel

Mnattainable control torque *0.2 N. .
Maunler of torque setpoints 31

-Rate dependent friction coefficient 3.5n10~ Nm sec/rod

Coul omb friction torque 3.01 NmI

Reaction wheel torquie noise

* Rtn . '50.~Rtn ) Rt 
4
n10 NmZ

* Gyro nodel (Fig. 6)

Drift rate bias (initial) 1.5 Ihr

*Scale factor error (initial) 3.89010. 2 )

Gyro output quantization I arcsec/pulse , OXYZ geocentric reference frame

*Drift rate bias forcing function oy oyfxdattd oto

*spectr. density 
4
wb 1.5,110 (arcsec/se c /Hz Yrerncfam

*Gyro rate noise, forcing function O uvco
*spectr. density q rn0.84xl10 (arcsec/sec) 2 Hz on viewing direction of

scale factor e-:-or, forcing function streno

set.dniyq5.8010 10 ('.) 
2
/Hz '.*.,i attitude angles

pStar sensor mrodel (-6o

*Measurement noise 2nd rotation ,offset angle (.30'i-300
2(..~) 5 arcsec 3rd rotation -i yaw angle

'PC \ c comman)d attitude angles
"p0

Fig. 1 Reference frames and attitude angles

StCATN~A5SRI5A OITN r
* ~TABLE 2 Control law and estinator parameters nO111 U*.

Target trajectory generator parameters

target model mioment of inertia 
1
T 646 kgm 

2  
ii

nax. torque 0.2 fim XZ) SCAN I
2 2 0 .2

K da = [hoAt 23/2Atl (4, 3]

-Feedback regulator parameters COMMANDED OFFSET ANGLE VcIt

weighting matrix Q = Fig. 2 Typical observation patterns on celestial

*LQ-optimal gains K8  10,74 2.631 sphere
pole-locations 0,853, -0.261

Spacecraft state estimator

*gyro measurement noise o q - q(0 q2 ~ 1/12 arcsec
2

system noise WS - NO0, Q PIA SE I

*For (low) "Steady state" gains: sATilITUDE

- I'38.113 0 1ra/e 2 
2 0 525 -COMMANDED TRAJECTORY

Qs= 3 .- 0_ 0 0.a/ec K O387 -~*4~t

rd/c
2 2  

s 0.121 PA t
SCAN%

*For (high) "fast response" gains:SCNLE

F-t 22JUMP I1 :
02rdsc 0.823 /c ATTITUDE HT-c JUMP]

* 3.8l0 3 0 rdse RO-1 2 K - 1.34 ER0RTQ 0 1.310 11 (rad/sec 2 2 08 0
-TARGET TRAJECTORY %.

rt. rfr 2 r'e TIME OPTIMAL) .

Gyro parmeter etimatorACTUAL TRAJECTORY *?*

Star sensor measurement noise v. - (0. 2 ODLPLIOIG RO **

- 2s 25 artsec 2 c, ii- 7ME

Gyrosysem ois w~t .- N(3 0)Fig . 3 Generalized commanded atti tude trajectory

0 wE see talble 1 and target -and actual trajectory, of
0.=Jqr 0 g] q motion about sunvector
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DOCKING MECHANISM FOR IN-ORBIT ASSEMBLY AND SPACECRAFT SERVICING *

Dipl. Ing. Fritz Gampe
. DORNIER SYSTEM GmbH

Postfach 1360
D-7990 Friedrichshafen
Fed. Rep. of Germany 0 S1

SUMMARY .

.- Future in-orjit infrastructure requires the usage of a Docking Mechanism Subsystem

0 (DMS) for in-orbit assembly and spacecraft servicing. As a first entry for european S "1Q applications unmanned, autonomous docking missions are foreseen as well in low earth
orbit (processing platforms) as in geostationary orbit (communication satellite
clustering). The Rendezvous and Docking (RVD) operation is a key technology to realize
such typ of mission.
The DMS is imbedded in a system performing the "last meters" problem, where specially
the Attitude and Orbit Control Subsystem (AOCS) closely cooperates with the DMS.
The DMS itsself is composed of the Docking Mechanism itself and the Docking Mechanism -
Electronics. Dependant on the initial separation conditions two docking concepts are O 0O
considered: the DMS- and the AOCS - controlled closure.
A first docking demonstration is envisaged during the EURECA-2 mission in 1989/90. .

1. BACKGROUND

The review of potential european missions through the next two decades shows an
evolution of space use to achieve the following goals:

- extension of commercial use of space
- extension of scientific research by space means

The operations necessary to achieve these goals are summarized in Table 1-i.
The critical technology to make all these methods workable is best known under the
wording. These methods involve Rendezvous and Docking (RDV), and Servicing.

According to that, RVD and servicing technology has to be developed in Europe.
(Table 1-2). This paper deals primarely with the Docking Mechanism, certain aspects
of the RVD sensors, and the reliability of the total system.

A
2. THE RVD PHASES - .

The RVD process itself is composed of a sequence of RVD phases aiming at guiding an
Active chaser Satellite to a Passive Target Satellite, ending in the final mating of
these two spacecrafts.
The RVD phase are:

- Inter Spacecraft Acquisition, which means the identification of the target by the
chaser for navigation of the subsequent phase.

- Homing, which means that both spacecrafts are in similar orbits but the chaser
Satellite being on some collision course for the other. O

- Final AFroach, which means that the spacecrafts are in close vicinity and the
Chaser Satellite is braking-off its collision course.

- Proximity Operations, which means that the chaser is within the safety
range and has to respect the safety conditions for docking, standby, flyby, retreat.

- Docking Phase, which means the docking process starting with the first physical
contact, then grappling, closure and finally latching.

of the utility connectors for power and data exchange and gas/fluid supply.
-Undockin, which means, that utility mating and docking phase are reversed and the O
spacecrafts are separated from each other.

The Docking Mechanism Subsystem performs all operations which start with the Proximity
Operation, cover the complete docking phase, and the mating of the utility connectors.
To do this, the DMS is responsible to perform the following tasks of joining two space-
crafts.

Check-out: verify DMS operational readiness for docking, and observe safety . .1restrictions O...,

Grappling: make first physical contact and make firm mechanical conncetion
% between the two vehicles

Closure: reduce kinetic energy of relative motion, align, and close vehicles
together

Latching: make final alignement and provided rigid mechanical connection %
Connection: provide electrical, gas, and fluid supply lines for inter satellite

servicing.

*This work was done under runninq ESA Contract No.51 95/82/NL/BI
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* ASSEMBLY OF SPACECRAFTS,

PLATFORMS AND ANTENNAS

OUT OF MULTIPLE MODULES EXCEEDING A SINGLE LAUNCHER CAPABILITY

0 OPTIMISING OF SPACE SYSTEMS AND MISSIONS DUE TO BUILT -IN 6
FLEXIBILITY AND MODULARITY

* EXCHANGE, TRANSPORT AND RETRIEVAL OF EQUIPMENT, SAMPLES, MATERIAL,

PAYLOADS, INSTRUMENTS TO AND FROM PERMANENT PLATFORMS

o REPLENISHMENT AND TRANSFER OF CONSUMABLES S "

* MAINTENANCE AND REPAIR OF DISABLED SPACECRAFTS

e IN -ORBIT MANIPULATION TO ADOPT A SPACECRAFT TO CHANGING MISSION

REQUIREMENTS

* RE -ORBITING OF SPACECRAFT TO PROPER ORBIT

TABLE 1.-1 OPERATIONS FOR FUTURE SPACE MISSIONS

k

RVD TECHNOLOGY SERVICING TECHNOLOGY

- standardization and automation of final approach - Pattern recognition and image processing . -

- target/pattern recognition and image processing - Sensing techniques and feed-back of sensor signals

- laser and/or radar systems for range, range rate and - manipulation atgorithms . -

angular measurement
-- Remote manipulation and automation of in-orbit

- multi-processing for system autonomy development

use of relay satellite(s) - Adaptive intelligent systems definition and development

- ground network involvement - Manipulator mechanization

- docking mechanisms (modular, mission adaptable) - In-orbit exchange and system re-verilication

- close-up sensors - In-orbit re-supply/fuel transfer ... "'-

- ultra reliable processing facility - Transfer technology for utilities and resources exchange.- . -

TABLE 1.-2 TECHNOLOGIES FOR DOCKING AND SERVICING IN ORBIT

3. GENERAL CONCEPT CONSIDERATIONS

3.1 Docking Concept Parameters %

The concept parameters determine the design of the Docking Mechanism Subsystem.
Especially "man rating", "type of docking", "control philosophy", and "mode of
stabilization" are of major importance. For the european missions to which the DMS . .9,
will be designed, the following parameters apply:

- unmanned vehicle
- non-impact docking
- reversible docking
- modular design
- active units concentrated on one vehicle
- autonomously controlled
- three axis stabilized O -O
- central design
- design with possibility to add a manipulator "" - -
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3.2 Docking Strategies

If during docking, the Attitude and Orbit Control Subsystem (AOCS) of a least one
satellite is turned off, the docking strategy is based on a stand-off concept, where
both spacecrafts are separated from each other by a noticable distance at first
physical contact. In this case we have a O 0

DMS controlled closure

An other docking strategy, incorporating the AOCS, positions the two vehicles in very
close proximity in the rage of a few centimeters at first physical contact. Because . .-
of the importance role of the AOCS, we call this strategy

AOCS controlled closure

a boom as stand-off device.

The boom is stowed during non-operational conditions and is extendable and
retractable

- a grapple mechanism for first mechanical linkage, including the capability of
undocking

- and structural latches for rigid mechanical connection, with the capability to
unlatch.

The AOCS controlled closure design (see fig. 3.2-1) uses:

- the structural latches as well for the first mechanical linkage as for the
final rigid mechanical connection

- a set of near range sensors for the proximity operations indicated here as '.
a set of video cameras for a stereo image and a set of close-up
sensors indicating relative attitude measuring devices capable of measuring down
to a few centimeters and for exact positioning of the two satellite surfaces. "

Common features in both designs are:

- electrical/gas/fluid-connections
- emergency undocking devices

*Assembly

F .. 
. -1.-.

Fi .3.2-1 Boom.. ,t~ . .' .. 'Mechanisme.TT-'O

" Connection . -". ..

bAssembly Powe
an Data

" 'E lectronic:s

Latch Emergency • .
-- " Swpng Camr 2 '..... .

Senor. ESectrcal Docking Mechanism Subsystem
Sensor ODMS Controlled Closure

Conntlont Power/•.-' °  -. "
Assembly Data " " "s

Electrorntc

Docking Mechanism Subsystem :'':-::

for AOCS Controlled Closure.. . --.
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4. REQUIREMENTS

After the general concept considerations the major requirements for the DMS
design are presented here.
The Operational Requirements are shown in Table 4-1.
The Operational Principles state, that unmanned vehicles, are concerned and, at least
for the last meter problem, do not involve the man in the control loop.

The Operational Modes are indicating the duration of the docking period
- permanent docking stands for the intention to dock once and leave the two

vehicles together
- episodical docking stands for the intention of a multiple docking capability.

Nominal Operations describe the actiors to be taken during a nominal performing docking
process.

Operational Principles: The DMS will be used on unmanned space vehicles. Man involvement shall be limited to:

- Supervision of MS operationO
-Onterpretation of housekeepingdata

- Specially assigned stop/go commands
- Contingency nd Emergency control

Nominal Operation: - The OMS shall be checked for docking readiness prior to the initiation of docking.

- Nominal operations shall be based on a predetermined operational sequence.

- Prior to each sequence and after each sequence go-ahead checks shall assess the O .
status of the docking process and the DMS itself. ", -

- The DMS shall provide automatic correction and switch-over commands and/or " . '
control of those functions from the ground, according to the mission requirements. " -

Contingency Operations: - Emergency operations shall be initiated when any system of either spacecraft is

endangered and safety is no longer guaranteed.

- Emergency operation shall be initiated by the DMS and/or form the ground,
according to the mission requirements.

TABLE 4.-1 OPERATIONAL REQUIREMENTS

The Safety Requirements are shown in Table 4-2.
The General Safety Aspects give the standards as well for the operations, the design,
and the command structure.
The Safety during Docking Operations cover the real docking process and has an abort

* capability at any point.
The Safety during Contingency Operations state, that this shall be done by fail-safe
means. .
The Safety during Emergency Operations leaves the Passive Satellite damaged so that a
subsequent docking attempt is feasible.

GENERAL SAFETY ASPECTS SAFETY DURING DOCKING OPERATIONS

The DMS shall be designed and fabricated in such a manner During the total docking process no damage shall occur to " I
that during operations and ground handling all hazards to either spacecraft.
personnel and other equipment are avoided, or minimized
and controlled. The docking operation shall be man supervised.

The DMS shall have no credible single point failure which re- There will only be a man-initiated docking attempt if a redun
The~~~n DMSte shalln have no creibl sigl poin falueehih.e

suits in an unsafe condition for either vehicle. dant system within the OMS has to be used.

Safety shall be assured for all operational phases of the OMS. The docking process shall be abortable at any point within the
process.

The DMS shall make available provisions for docking abortion Tepaolrrnefehvieslobat an tim andsateliterelese wihoutdamae toeithr saThe operational performance of either vehicle shall not be-'" " ".
" 1

at any time and satellite release without damage so either sa violated, following docking.

The DMS shall be protected against false commands. SAFETY DURING CONTINGENCY OPERATIONS - -
The DMS shall he designed to a fail-safe, fail-safe standard. The OMS shall provide failsafe means for Contingency

The first point of ,;ontact shall be grounded. Operations.

SAFETY DURING EMERGENCY OPERATIONS *

In the event of an emergency undocking there shall be no
necessity for a redocking attempt with the same Active , " . .

TABLE 4-2 SAFETY REQUIREMENTS Satellite.
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The Initial Separation Requirements, given in Table 4-3 are the basic desiqn data for
the Docking Mechanism. Of course, the initial separation requirements reflect the two

Docking Modes. These values apply to the relative movements of two reference points at
each spacecraft. Limit cycle motions of the reference points have to be considered

additionally.

* 0
Relative Movement DMS Controlled AOCS Controlled

Closure Closure

Misalignment (n) dxs < 0.1 dxs < 0.02

dy s  0.1 dy s  0.02

dzs 1.0 dzs < 0-1

Approach velocity (cm/sec) Vxs < 0.5 Vxs 0.1

vys < 0.5 vy s  0.1

Vzs 1.5 vzs 0.3

%1
Angular misalignment pitch Oxs < 5 Oxs 1.0

(deg) yaw oys < 5 oys < 1.0

roll Ozs 1 2 Ozs < 0.5

Rotational overspeed xs < 0.1 oxs < 0.05

(deg/sec) W 0.1 W 0.05
ys vs

zs < 0.05 Wzs < 0.05

TABLE 4.-3 INITIAL SEPARATION REQUIREMENTS

The Physical Properties Requirements, given in Table 4-4 describe the two spacecraft
involved in the docking process.

The Initial Separation and the Physical Properties Requirements cover a very large range . . .
with which especially the mechanical design has to cope. It is obvious that this cannot
be taken by one mechanism design only unless the smaller satellites would have to pay a
mass penalty. Therefore, the DMS concept has to be a modular one, adaptable to the speci- *...*
fic requirements of each individual mission.

Physical Properties of the Active Satellite Physical Properties of the Passive Satellite

mass (Kg) 200 < mA < 4000 mass (Kg) 1200 < mp < 15000 P .

moment of inertia (Kg.m
2
) 100 < JXA 11000 moment of inertia (Kg 

2
) 5000 <- Jxp < 250000

100 < JYA < 11000 900 p.y .500

100 < JZA 8000 12000 Jzp 1- 600000 A-

centre of gravity (m) 0.05 IXCGAI 0.25 centre of gravity (M) 0.2 S XCGP - 10.0

(relative to BMS) 0 0.25 (relative to docking port) 0.2 "CGP ' 4.8

F:;: 0.75 IZGAI < 2.00 0.2 < ZCGP - 2.5

eigenfrequencies (Hz) f1 l 10 Hz eigenfrequencies 0.9 - p 2.0 .

f2 3 5(Hz) 1.20 - $. 2.0 .
l -1 6: rigid)

1.25 < fgp . 2.0

TABLE 4.- 4 PHYSICAL PROPERTIES REQUIREMENTS
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The Connection Requirements are listed in Table 4-5 and cover tne rk,- pi ,::f
electrical (power and data), gas, and fluid utility connections.

ELECTRICAL CONNECTOR REQUIREMENTS GAS CONNECTOR REQUIREMENTS

Power Transfer of 2 KW at a voltage of 50 V A high pressure gas connector shall he povlecd to suppII 8 (1 ".
of gas at a rate of 100 bar/hr at an ,it al irissuic of 280 Ihe,

Power Transfer of 1 KW at a voltage of 28 V leakage T8D.

Low Rate Signal Transfer - a total of 100 lines (AWG 24) A low pressure gas connector shall be provided to supplly 100 fos - "

High Rate Data Transfer - 100 Mb/sec of gas at a flow rate of 100 dnr-/hr at an initial pressute of I bar,

leakage TED.

No connector shall have more than T8D (50) pins.

The High Frequency power density per connector shall be

limited to TBD W average for the connector. FLUID CONNECTOR REQUIREMENTS

The mixing of F gnal and power lines shall be avoided where A fluid connector shall be provided to supply 100 kg of freon
"- '- feasible ""

feasible at a flow rate of 360 kg/hr against a pressure drop of 6 bar,

leakage 0.1 cm3 /hr.
Redundant circuits shall not use the same connector.

A fluid connector shall be provided to supply 500 kg of

Emergency power shall be provided through separate bipropellant (TBS) at a flow rate of 20 kg/hr against a pressure : 
-

connectors. of TBD bar; leakage TBD.

TABLE 4-5 CONNECTION REQUIREMENTS

%, .

5. DOCKING MECHANISM SUBSYSTEM DESIGN

5.1 Docking Mechanism for DMS Controlled Closure

The Initial Separation Requirements dictate on the Active Satellite
- a stand-off device for bridging the stand-off distance

, - a grapple mechanism for initial physical contact and firm fixture
and on the Passive Satellite

- a (passive) guidance for the grapple mechanism.
This overall Docking Mechanism concept leads to the following general description for

'- - the DMS controlled closure (see Table 5.1-1).

GENERAL ZERO-IMPACT, DROGUE/PROBE SYSTEM -
DESCRIPTION ...... _._ __... ..

FUNCTIONS ACTIVE SATELLITE ELEMENTS PASSIVE SATELLITE ELEMENTS

Grappling - Grapple mechanism on top of an Passive guidance for
extendable/retractable boom for grapple mechanism (no active
initial contact at stand-off parts on passive sateI I te)

Damping distance and initial firm contact
with alignment capability 5 -

- axial and lateral dampers to
handle the translatoric and
rotatoric excess energy

Closure Retraction of boom OPTTONAL, IJIFMNTS

Latching Latches with final adjustment capa- . Acutation capahbili V t v
bility to bear the structural loads boom to minimizc initi.

m i salinment
Connection Add-On features, independent of boom

and latches

Undockinq Opening of latches, extension of boom . active dampini hi: fs,
and release of grapple mechanism specific elements ind

control softwart

Emergency - Pyrotechnics Devices . i
Provisions - Springs to grantee minimum separation

velocity

TABLE 5.1-1: GENERAL DESCRIPTION OF DMS CONTRO]tED CE Q -S-
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The general outline of that system is given in Fig. 5.1-2 and the Chit iil I ;,d'
Fig-. 5. 1 -3. This concept, as shown in Fig. 5. 1-3 tries to incorpora to at a> r I:
staoe o; the conceptual design the safety and redundancy features.
The conceptual design features:

* -a telescopic boom ac stand-off device
-a girapple latch with three legs
-a redundant grapple la tch drive mechanism to open and close the. len-; p

* - a passive drogue on the passive satellite with grooves for rol lim

Passive Active Satellite
Satellite Drogue Boom Extension

and Retraction -----

Damper Mechanism 0

Boom (extended) Dme

Cable Follow-Up

%*

FIG. 5.1-2

Fig. 5.1-2 Boom Concept Overview Boom (retracted)

PassiveActive Satellite
Satellite i

Grapple
Mechanism

Fig. 5.1-3 Boom Concept Detailed -
To make a trade-off between at least two designs and to evaluate to a hotter doroe the

W rob-/drooue concept, a c law-typ grapple mec-hanism was dea i-jnfd. Tt was shown, f ha-t suech
a concopt is feasible too and has its benefits.
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2. Dockini Mechanism for AQO ; Control d Clo:;ur,

The Initial Separation te luiriements for this a -w; aleow t skin I, :;f nd-iff ivi,.-
as necessary element on the I)MS cont rol Ied cls ir', conci pts. lew'.,r I 'dd'; on t h-,. j *'v

.- Satellite the following eltments:

- special close-up sensors
- a derivative of the structural atchs as u-md on th,, [. ent ro ,d closur, " Ir:i.

This overall Docking Mechanism concept leads Lo the
> 

fol Iwi t .ir,]i I TAsrition for ti.,
AOCS controlled closure (see Table %.2-1)

'ENERAlZ ZERO IMPACT, NO-PRPO31E, NO-fTO(I SYl i:

DESCRIPTION

FUNCTIONS ACTIVE SATELLITE PASSIVE SAIE'LIIT

Guidance Special close-up sensors deliver Cruc i fe rn stand-of f
information to quide the Active Satellite device (no actijv parts)
within the gathering rangje of the grapp-
ling latches.

Combined in one meek visa (typically:
Grappling latches) which does these functions
Closure subsequently.
Latching Damping is included within the mechanical

Connection Add-on features, independant of latches.

Undocking Opening of latches and separation velocity
provided by AOCS.

Emergency - Pyrotechnics Devices -
Provisions - springs to guarantee a minimum separation

velocity. -_-__ _ _ _

TABLE 5. 2-1: GENERAL DESCRIPTION OF AOCS CONTROLLED CLOSURE CONCEPT

Special attention within the AOCS controlled closure concept has to be payed for the
close-up sensors. Besides the "normal" relative attitude data like relative range, range
rate snd angular offsets, the docking surfaces of the two spacecraft have to be considered.
Narrowing two spacecraft to within 0.1 m, is onli possible, if the two docking surfaces
match to each other without touching. Taking into account the safety philosophy and some
possible restrictions frcm the approach corridor during the final RVD phase, this leads
yon to a RVD sensor concept with:

- redundant, overlapping measuring ranges.

'n T;iv an example':

- nedium range sensors: from 1000 m to I m
- m(ar range sensors :from '3 m to 0.1 M
- close-up sensors : from 0.3 m to 0.05 m

T"-' sensors specifically regarded for the AOCS controlled closure are the near range and
the, close-up sensor. As a design and selection quidline for these sensors the following"-"[.[Should apply-:

- s,, s r s should he is simple as possible "" "" '

9. - sns;ors should as far as possible rely on passive means on the p<issiv satellite D ADA
4 . - sosors shall withstand the s(ervtc' lifo without degradation or hay the ossibiity

of calibration, also by the seri;ors with ovorlappiing range.

As O Ip,, ihNI rloitton, thli fol lowi. .nt ie emerfeul

f i fhi' ri(ar ratio+ scisors: a system of position sensi tiv+, 1itect.r-; in tho Active"
-Satellite, I Iluminatonl by 1,':1)s on t I :;uivn Satlit,

fior th, '-L1- , ;'nsuort a -. stem of proximity sonsors, a lf i I lu:inat inT I-" itt-
frard lphototransistor; and receiv,rs 'n fh , Active •
Sat 11 ito ml a smaIl r flct iv f i i on T) e p is;)1

3 Kit I t n ;M C lee I io n i

i r ih,' l);eki in ,chne l. i I.K<tronies (IME) has .be imieihded in the f,, iI RVI/AOC - I,,-• ]{ ,n ,'; . .. . ... , ..a .:. . .. , .fr, .."< ! . ,o ;n b iilty to d siqjn ilit. D3ME in il!s , iox >S

f"r i:tlrl it oni iil fh DN1)I15. Maj (r in I ) no-' ( 1 tho D1 . >is o pt hais t I i int- i s, si ,"-

, iII Ii' ,ii-m(ents dir iv, I f- rom t liner for th( DM1!:, wh ih shoul he ia t
loast for th(. R7) Al ci roni'. a:; w-1I 1, 1(,l t rI a DMI. C011Cnie 'l I)i:

- fail t telI,-riot empit- in r di, 111-1
- ur ca-rei ibl~ co(mple(r s/nt[; ti , s~i l

- r ii I,' mmI -r h'/os ' l i I '"I niii- n

ni ':l~; ~s.'n S -L'-"__ _"""_
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A general outline of this structure is given in Fig. 5.3-1 with the following major blocks:
The Process Control Block (PCB) performs the overall control of the RVD procedure and
coordinates major timing functions, processes the commands to and from the spacecraft, and
makes decisions which RVD procedures are executed or aborted. So the PCB executes the normal
docking sequence and handles exceptions and faults.
The RVD Sensing Block (RSB)handles the near range and close-up sensors and commands and
controls the electro mechanical units in the Docking Mechanism.
The Image Processing Block (IPB) extracts pertinant information from the image data generated
by the RVD sensors and converts the raw sensor data into image features. It also eliminates
errors or takes information from the image.
The Analysis Block (AB) interprets the image features and determines the relative attitude of

N the two spacecrafts. As this is a very important role, the AB is fault tolerant.
The Back-Up Module (BUM)is a processor and memory area where any of the before mentional pro-
cessors may have access for reconfiguration in case of failure.

Bus2
R-1.° Buls 3
Se-

' ~Bus 1 D " '

I J Bus 2, ; ! Bus 3'-
a. Pri.......Modoi Bck--

Processor Memory
M ui Ht Redundant Ir

.-. p. -Si..

to~~~~ SIctftAC

LBO- o 0 
J 

"

T TripleModulaHot RedundantReud

Fi.53 Processor Memory

Fal oeaontrol ..C e
Processor s Memory

tf u au ne do udanl

p s n g p b Processor Memory

::::i::: Bus Controller #l1TMR).''--'

TMR: Triple Modular Redundancy-,. "':

%, ",, "' ~Block Coupled by Dynamic Redundancy""-",' -

, .-.. ~~Fig. 5.3-1 RVD-Data Electronics Concept for .. ".'. t

f'. -'.'. ~Fault Tolerant Computing by Ultra Reliable"..-"-.
%... ~Computer System--"""

O' The Docking Mechanism Power Electronics h-as to ri-floct t he D)M1: ;aftv phi losnphyi,: Isw~. " g'
L . t fPatures a dual independant main power buF [(-)r th,, nominal il,(mkinqi an(] undocking .

,-.. process and an emergency power b)us to power the (,merqiency und]ockina: units within the D)MS.



12-10

5.4 Connection Mechanism

The design concepts of the Connection Mechanism for satellite servicino obey in
principle to the same general requirements as the Docking Mechanism itself does. From
this point of view the following design guidelines are obvious:

- elements on the passive satellite have to be reusable after emeruency undockina 0
Al - no pyrotechnics on passive satellite

- fixed connector plates on passive satellite
- minimum travel distance to mate both connector plates
- no structural load path through the connectors

With these guidelines in mind, there are still many possible solution for the
Connection Mechanism, for example:

- single central or multiple peripherial actuators to move the connector plate 5 '
- quadratic or rectangular connector plate
- multiple or single connector actuation
- unidirectional or bidirectional actuation direction.

Designed in that way, the Connection Mechanism forms an integral, separately mountable
subassembly within the Docking Mechanism Subsystem.

,0.6

k. ° " " "-'." °.'-

* 6

* " . i,

-. 0i 6li :.ii

%," " .

• -"i-<-i',:" 2."j)

q*' 0



THE INFLUENCE OF SENSOR AND THRUSTER IMPERFECTIONS

ON THE ATTITUDE AND POSITION

OF A SPACECRAFT PERFORMING A RENDEZ-VOUS

R. ANCILLOTTI and C. CASSI

AFIIITALIA - Space Systems Division

Via Servais, 125
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9() gravitational acceleration LS tl , .,
at thrust acceleration ,n the target

a the chaser,
C

R RHoiino target and chaser c:enter of sass
t c

G unirsa l constant of gravitation

M earth mass

R angular velocity of the earth

tphase angle at t 0 when V hegins

M, 0,~ y ie angles

4 'V 4 lerangular rates

AtAright ascension and right ascention rate

L, L declinaiton and declination rate

f-f - range and range rate

4, 0generical angle and angular rate

4 maximum measurement angular error

A N maximum allowed angular error (phase plane)

N > 4 proper multiplier of the sensor error

7C cartesian state vector @
P polar state vectcr

A, A, 6, 1,6 intrinsec error on the laser radar ahsolute value

8x, y, Asight ae, an measurement error on the cartesian coordinates aholute value"

A = rotation matrix

-c
U U =line of sight direction iii the chaser and target frame

LOS LOS=
11 SNU =sun direction in the chaser and target frame

c T LOS direction in-plane angle in the chaser arid target fr"me

SLOS direction out-of-plane angle in the chaser and target frame
T

B, R = sun direction out-of-plare angle in the chaser and target frame

F , F = nominal thrusts in the X, Y, Z directions
XN N ZN

I impulse for the attitude control
A

6 t minimum actuation time

rAT = thrust Level of the attitude engines * -.

T thrust level of' the position engints

p
I Minimum impulse

% M propellant conisumpt ion

" .. - " - .

N maximum numher of impul Il s s - -- .-

propellant coinsumption rate 0 S

% V nominal velocity in X arid X dir ection s t I isa, it. i-.i.al ignrits

SV= nrminal measurement, error n the lateral ise itieis . ...



13-2 0
SUMMARY

The oper onal conditions of two spacecrafts performing a rendez-vous in geastatiaiary sri' i ,r
with the relative motion equation and the relevant control law. The concept of pocitiri, velocity r," "
attitude measurement of the chaser vehicle with respect to the target one is given in order to allow thi- -

evaluation of the measurement errors.

Simulations show the effect of the errors sources on the flight path of the appraoching vehicle ad poi t
-out the necessity of a good matching between the sensor accuracy and the minimum impulse ev I f the

actuation system.

I - INTRODUCTION

The Rendez-vous manoeuver results to be a very important phase in the assembling of' large space structures

by multiple launches of dockable modules. Telecommunication platforms require, in particular, Pendez-vous

and docking manoeuver in geostationary orbit.

The following operational conditions and system layout have been assumed:

The target is a rigid satellite waiting in GEO on station position for the chaser one.

It is equipped with the standard instrumentation for the three-axes stabilization plus a laser radar -70
instrumentation. The chaser starts the RV manoeuver when it falls into a i00 km neighborhood from the
target and the mutual acquisition is established.

Launch, circularization and orbital drifting phases (to recover the angular displacement separating

it on GTO from the target) are intended to be already completed.

Chaser is a rigid three axes stabilized spacecraft and its RV instrumentation consists of:

i) An optical telescope placed in front of it in order to receive the light emitted by the target, I, *
necessary for relative attitude measurement;

ii) A certain number of corner reflectors in order to reflect back the signal toward the target;

iii) A sun sensor for attitude measurement.

A S-band link between target and chaser is provided in order to allow the exchange of informations and

actuation signals.

The target spacecraft (T. S/C) is assumed to be completely controlled either in attitude and in position. i 40
The chaser attitude and position are controlled by an all thrusters actuation system. Figure I gives

the sensor and thruster layout of the chaser spacecraft (C. S/C).

2 - RENDEZ-VOUS MATHEMATICAL MODEL

Considering the T. SIC and C. S/C centers of mass (see fig. 2) and referring to an inertial frame ceontered
in the earth, the vectorial equation of the relative motion (C. S/C with respect to the T. ./C) is:

... -. . .- . -
D- _a C *g (Rc)- (Pt•

neglecting: • earth oblateness

atmospheric drag perturbation

nuri-solar perturbations

and assuming C(<IP one can write: (Ref. 1)

Di G-

a 3" t - •"I

Assuming a target; fixed ref. frame centred in its SC, which translates maintaining its axes parallel .,.
to the earth fixed inertial ref. frame, the fol lowinri three equations are oht ai ned assumin O -

a I)(i.e. only the chaser performs act ive 1(V): .""F.[t t

21 fl3

I t
Assumig x 3 cos (roe ref. 31 s GnC2wloele2o).

to the earth ita2

y =a Y- - 3/2x sin(2wt. 2 1o).Y - 3sin 2 (Wot oo

2
a. - W0 Z
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Assuming a chaser fixed reference frame (x y .1) as in fin . 3, the a ,t i td .motion of ti ... ... r"

in this frame is described by the threc Euler equations: (Ret. 2)

= T /A - QR (C - B)/A

Q = T
X 

/B - PR (A - C)/B
YB

S= T ZB/C - PQ (B - A)/C

Referring now the angular motion to a (x 1 , Y, Z ) frame, parallel to the (x, y, z) one centered in

the target, it is possible to write:

0= P * sini 0tanQ R cos 0 tan '

= Q cos 0 - R sin 0

= (Q sin 0 + R cos 0)/cos Q

3 - POSITION AND VELOCITY CONTROL LAWS .

Two complementary strategies have been adopted:

a) velocity control at long range from the target ("collision course")

b) position-velocity control at short range performing the line of sight-docking axis alignment

Strategy (a) is accomplished following the phase diagram of fig. 4 showing the dipendence of the range

r'- te on the range

This cype of control forces the velocity of the chaser to be completely radial with respect to the given

reference frame centered on the target.

XN= Ncos Lcos A

YN o Lsin A

N Nin L

being A = L = 0 for radial motion (See fig. 5), and the nominai .'ange rate. 1

Fig. 6 shows the block diagram of the procedures to be performed by on-board computer in order to control

this approaching phase.

Strategy (b) is accomplished controlling (x, x) and (z, z) acooring to the ON-OFF concept of fig. 7

and (y, ') following the phase plane diagram of fig. 4. An analougous block diagram of the on-board

computer procedures is shown in fig. 8.

4 - CHASER ATTITUDE CONTROL LAWS

The chaser vehicle is three axis stabilized via an ON-OFF control strategy independently operating on % %

each axis as fig. 9 shows. The (0, 0 status is maintained within the plane strip limoi,-d by the two " -, -"

A straight lines:

0+60= A and + 0 =-A where A = N E N4 4

The body reference frame (x , yB' ) of the chaser is always maintained parallel to the frame centered
H BB

in the target (see fig. 10).

5 - CHASER POSITION MEASUREMENT CONCEPT

Position and velocity of the chaser vehicle with respect to the target are directly measured on the •

latter, collecting by the optical telescope the light reflected back from the corner reflectors of the
chaser. -. . "-.-

These measures will be obtained in a polar form:

P (p, -p 2  p3 t p4 1Ps, P6) (pA, L.0,.A,.

and, if necessary, will be transformed in cartesian form, using the well known transformations to give: ,. .

C= (C, C2 ,C3 IC4, CS, C) (x,y,z,x, .
n
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With the aim of' comparing two types of laser-radar (see r< t. i Ii 'ir: ,v: I a t. - h,.:-

on the cartesian state vector C as a tunction of' the rns-a;urement error-; -o t he p-I-.rats..-n, .:S I,

has been performed introducing the error propagation formIla at Iit order'

ln cI bCj*/:C 1 = E J."q"&. I LA Pi J=1, .... ,

Hereafter the results are shown for two different laser radar devices (i),i I ,r. with It ,r t ro,., '
conditions chosen For the numerical eviuations. .--

The following angular positions and rates for the chaser are chosen ir all th- 9, i'ae;;:

A - 900 - 1.5"708 cad

-5
= 7.29 10 rad/s (earth rotation rate)

L = 0.01 rad

= .0 rad/s

sensor errors

3.000 r<?<120.000 m (long range)

Ap= 0.5 %

= 0.2 %

--A = L\L 0.10 = 0.005 rad

-3
( 0.5 10 rad/s

o< p < 3000 m (short range)

8 0.lm

AP = 0.03 m/s

A 46L 0.005 cad

S -4
AA=aL= 0.510 

r
ad/s

The results are shown in table I.

r- 50000 ri = 10000 P 1000 F 10-
. 5 m/I = 17063si/ 0,206 M[ 0 0,/

, x 84,9957 m 16.9991 m 1,6999 m :01699 m

LY 250,8375 M 50,1675 m 0.1169 M 0,1017 m

L z 87,4957 m 17. 9 M 1,7010 M 0,i710 M

A X 25,0230 , 5,006q M/SECO,5003 M/SEC 0,050! M/SECS M, SEe -... . . . . . .. . ... .. . . ....__ -" .. .. .. .. ...-- --"--? ..

A 0O023 ,/sEjC 0.0613 M/SEC 0,0351 1/SIC -0,0305 M/SEC ". .. .---.- T ---, - , T-"-" -
z 125, 001,,S 5.0028 1/siC 0,5006 M/SiC 0,050 M/SEc

* r ) ,ensor errors"

O@0
P 0.1 mAp i ~-5 """ "

6A= 6L - in ro

A: L o- rad/s "

The results are shown in table 1[. e oooo m eooo
SA X = 4,9997 m 0,9999 m

y= 0.1499 M 0.1099 H.-. -.-,

I z ---- 5.0007 -M 1. .-
LX 0.5003 m/s 0,1002 t4/s

AY 5,3779xI0 3 1,0846x10 - . .

L 5M MS 102M



-CHASER ATTITUDE MEASUREMENT CONCEPT

The attitude of the chaser is obtained measuring the line-of' sight (U LOS) and the sun direction vector

1U SUN) either in the target and in the chaser reference frame.J
4i A the linearised (3, 2, 1) rotation matrix from target to chaser reference frame and i

ht he Oiler angles, it is possible to write:

U AU 7 71 0
SUN U

*referring to f'ig. II i t is,:

Ui (u, L7 U (Cos 6T COS4S COS6T sinl bT,SinWT~

-C (C CS C~
U s X 'U Z) (Cos 6CCosc 6cCos 8sin~ 6CIstn WC)

U C) =(CosJoc CosoG,cosf~rSin oxc, sin~3c)

USUN VX U ' z &@"

Combining the f' ;t twor qjuations (1) ani! the last equation (2) we have the following linear systemI
in the variablur ; 9~ , 0:

4) cus C 5irlb,-'i4 6
Cos cC5 6JC-s Tcos- 6T

6,-0s in~ cost s iniS -Cos t u;inf
9)c T T c

W cosli r O( f; s i r Of sinil -sin13..
( ~ c c '

The syam ha!;u been resolved by the Cramer method.
Let D ),,i the rueftic jeritS determinant:

1) _ cosX sin 6 cos(3 (s inc 6c os 0 -cos ( si n C

Then the Eu~ler angples express:ion as function of the angles computed by the sensors are:

y:[sin /3 siI 3T )sin 2 1 S co) 3C s i C n cc (Co T sn Cos XC sin 6 )4 Sin 6 CosB COo C(

(COS 1. cCos 6C- Co 6T COS TCoOT T)]D-

I:C as 6c sin 0 cos C s)Sin or (cos 65 sin 6C - cosX i ) O Cos 6 Cos3C si rC (CX CO C -C S

6C)co sin 6.sin (sin B sin 3)D

(P [Cosc ICos b Cos J3 Cos O CO Cos~ - COS 9Cs6 8 o Cs i CsCsn6c

-C C C)CO C

C ~ ).sin 6c os Vc os j) (sin f , sinBSO] D_
S6T evlin of C

A~~~~~ ~ ~ frteauto f8 3W60 have beeni made applying again the irc ii -p agat ior. lomiili.

Numerical exmlp- ino thet vaiaio of' (Vt ,- P,0ar 0rylp

Being 80(ss- .1 or the sun sensor measured] angles

and 80(LR - oh frthe I aser-radar measured angl n-u, the errors on Ewiler anlsre:;olt I, I1-:

'5 84 .0310 -

.q

7 - THRUSTERS MISALIGNMENT

Thrusters mec hanical misalignment is taken into account in hi g. 1,. where 0 u aI chse r rld FrhV

F YN. F ZN represent the forces due to the three thrusters mouinted on tIhal! -i orc
Everyone of these devices is misaligned with respect to its; nominal dirt"Cion h lIv I! Indgi o t,



figure shows. Because the standard rsi o gcet aoi -

being the I %of the nominiral onies.

8 -NUMERICAL SIMULATIONS

T Two different simulations have been done startinip from thre -:,mSri isi tjii n irn>j f n I

- ,The two simulations represent the behaviour of the? npnorlrrrsi(n: qnijlfled wil t- jifir-n

* ~~measurement systems. (Table IV: coarser sensor errors, 'PubicV more icriurate - a nn :

TABLE III INITIAL CONDITIONS

X Sm X 0.1 rn/s 0 0.001n~ rud

Y = - 60m Y 0.95 s/s 0 9 .00,1 rod/s
z 5 m z 0.1 rn/s

TABLE TV COARSER SENSOR ERRORS

E9=0.1 m EA =EL = 1.75 10 rad 0.10

E . 03m/s EA = 5 105 rad/s,

EO EQ= Ey= .87 10 rad
-3

E0=E6 =E y= .87 10 rad/s

TABLE V MORE ACCURATE SENSOR ERRORS 047
-3

=q 0.1 m EA =EL .1 10 cad
-4 4

E= 0.1 1 rns EA =EL =.1 10 cad/s
-4

EO = EG E Y =.524 10 cad
-4

E0= E6= I-:. =.524 10- cad/s

Tables VI and VII give the final conditions for the two cases.

TABLE VI FINAL CONDITIONS 1st ERROR SET

*x = - 1.21 10 mn = 0.0015 rn/s

-42m 2 = -0.004 r/s
Z = 9.33 10 m z= 0.00345 m/s

0 = 0.0525 cad (=1.440) < 0.04 cad H2.290) 0.00076 cad/s < 0/0128 cad/s

9 = 0.041 cad (=2.350) < 0.043 cad (-2.460) 0.000408 cad/s < 0.00115 cad/s

= 0.0108 cad (=0.6190)<O0.U125 cad (=0.710) 0.000191 cad/s < 0.0007 cad/s

Attitude propellant consumption =0.0053 KG0

P'osition propellant consumption = 1.584 KG

*To talI propellant consumption =1.6 KG

TABLE VII FINAL, CONDITIONS Pnd ERIWR SET

x 0.001 m .-007r

y - 4.4 m 0.- i0001" rn/s

* z -0.001 m 0.0000'/ rn/s 6

0 =- 0.001 cad (-007)< - 0.00', rod (-0.2)8) < rj0j ad/ a

9 =- 0.01 cad V-0.570) < - 0.015 rod H-u.96') < 0.000" a/

- 0.002 cad -= 0.11') < - 0. 003 cal 1 -0.1-/") ~< ().000? cud/u

Jttitude propel laot consumption =0.813 KG0

* ~Position propellant consumption=o 1.32') KG; -*

Total propell an t consump t ion -~ P.1 38 K(G

In table VI and VII the maximum values achieved Idcriog the s I ninnialti nna irc kgivenr t-n.



The second case shows the following characteristics with respect to the first:

i) better alignment -

ii) lower angular rates

iii) lower lateral displacements and velocities

iv) very higher propellant consumption for attitude control m
v) slightly lower propellant consumption for position and velocity control.

The main result of the simulations is that a higher attitude thrusters impulse level leads to
a higher propellant consumption if the more accurate measurement set is maintained and if more
stringent attitude control is applied.

Owing to this reason other two cases have been simulated maintaining the more accurate sensor

system and control laws, but varying the impulse level:
* 0

It T T
a a p

0.2 0.2 1 10
0.02 0.2 0.1 10

Fig.s13 and 14 report 0 Euler angle and its angular rate 0 for I = 0.2 Ns. Fig.s 15 and 16 show the

same parameters for T = 0.02 Ns. P "

The propellant consumption is reported in table VIII.

TABLE. VIII I Ns Mp (g/s) Ni I (g/s)

2 813 162 7.39

0.2 5.3 16 4.82x10 2

-2
0.02 5.32 147 4.83x10

-  
"I.

The results show a drop of it to a minimum of 5.3 g for 110 s of flight but an increase of the maxi- .

mum number of impulses. The optimal condition is obtained for I = 0.1 Ns with only 16 impulses. Rendez- r
vous time constraint suggests to increase the thrust level of the position control engines. For 1oi-
reason we investigate the case where T =20 N, T N and t = 0.2 s.

It has been observed: .

i) A doubling of the disturbing torque which leads to an increase of the attitude control frequency

and of the relevant propellant consumption.

• '- ii) An increase of the propellant consumption of the thrusters devoted to the position and velocity " "•

control, due to the improper matching between the minimum control impulse and the narrow band

adopted on the phase plane.

Fig. 17 represents the in-plane flight path. The out-of-plane path is quite similar due to the same P 'i

initial conditions assumed for the simulation.

Fig. 18 shows the velocity profile, y as a function of the time. Fig.s 19-20 evidence its oscillations

in detail.

It can be observed that the position-velocity control frequency is increased. The control is not able
to maintain the chaser within the ON-OFF boundaries but, due to the minimum impulse level too high,

drives the (X, X) point n the phase plane, alternativeLy from a :;id,, to the other-, out of the ON- 'Fl' '

boundary..'' ". Th . .... ru[ is always. . king with a senisilble increae .... .f the p:r',,pellant. consumpti .... bei,', ... P.6,33 kg . .--

• p
The propel'ant for the attitude control is increased to m 10.5 g. Fig. 21 shora s as an example the

",'... . increased control frequency V V 3 pulses in 140 seconds Var the attitude angle

* ' - CONCLUSIONS

This paper point.5 out s:ome problems inherent to the RV rv er. It evidentiates that the measurement
errnrs depend on the chaser and target status, so that the intrinsic sensor errors can.ot be considered

% tact maximum ones. Whilst the attitude measure error shows a light. variability, instead the position
and velocity ones are strongly variable. Simulations show the importance of a good matching1 het woen

* -"-- the sensor accuracy and the Minimum impulse level of the actuation system in order to avoid a continuous -
5 oscillation in attitude of' the spacecraft and an unacceptable propellant consumption.

, The simulations presented in this paper are not exhaustive with all the disturbince eff'ect., iirinr,
a RV manoeuver. Nevertheless parametric nature of the developed software al lows the iuti' durt ion of

them.

AfA

<,.:, :-.-: 1.. ,...,''""

Vm.-
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S"x CONTROL ASPECTS AS ELABORATED IN
- SPACE RENDEZVOUS SIMULATIONS

- I by

P.Natenbruk and D.Rangnitt
ERNO Raumfahrttechnik GmbH

Huenefeldstr. 1 -5
2800 Bremen I
West Germany

1. INTRODUCTION

With the dawn of the operational phase of the American Space Shuttle System, as well as of the European Ariane
Satellite Launcher, the search for the technological needs of tomorrow, in space, has been intensified.

4t;,Pr the last few years, the European Space Agency 4SMO has been sponsoring an increasing system and
technology study effort related to in-orbit operations, covering - in particular - the performance of vendezvous and
Dockin~between two spacecraft. These two spacecraft, the one actively doing the rendezvous, the other passively

Vh" waiting, we hereafter term the chaser and its target, respectively.

'Unlike the US missions, RVD here is supposed to be done without any man in space. The chaser does its operations -. . -

to some extent automatically, having on board the degree of autonomy needed. - . -

Otherwise, it is steered from the ground by real-time or time tagged commands depending upon the contact - -:- -

opportunities.

2. STUDIES APPLIED

To set the stage, let us begin with the scope of subjects to which the reported programme was applied.

Figure 1 compiles the main Rendezvous and Docking (RVD) related missions, studied by Industry for ESA. Covered
are flights on

- circular low earth orbits - RVD in LEO

- the elliptical geostationary
transfer orbit - RVD in GTO

- the circular geostationary
orbit itself - RVD in GEO

The objectives of the missions were assumed to be different, such as

- flight demonstration of RCD capabilities in LEO
- or assembly of a communication platform in GEO

The launcher involved as earth-to-orbit transport vehicle were either the

- Shuttle for LEO
- Ariane for GTO and GEO

Also the spacecraft participating in the rendezvous process

- the target and the chaser were assumed to be different per studied mission.

Of major relevance for the simulation programme were the different orbits, the requirements and constraints due
to the mission specific objective, and the spacecraft characteristics.

Let us recall here that in general we divide the Rendezvous (RV) process into the following three phases: -

| | |V|t
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The Guided Phase during which the chaser is fully steered from the ground to an acquisition range

from the target,
- The Homing Phase during which the chaser aims at an arrival in the cloe vicinity of the target.

% and

- Final Approach when final arrival conditions, e.g. for docking, are achieved. O O

The first phase is handled with conventional techniques and therefore is not treated here. The same applies to
homing - provided it is again guided from the ground. Of prime interest is hence final approach (FA).

,* 3. THE PROGRAMME STRUCTURE 0

,-*/ Although a complete RVD simulation programme must incorporate guidance of the chaser motion along its flit. ,it
path as well as attitude control of both S/C, modelling of the sensors and thrusters inclusive of signal and command error
modelling, the programme presented here is restricted to the guided and non-guided motion of the chaser relative to the
target without attitude control and error modelling. Thus, the S/C is considered to be a mass point, with its thrusters
ideally oriented. .

A brief description of the structure of the discussed FA simulation programme is given in Figure 2.

Input data, such as the orbital data or the initial relative state, are fed into the programme managing part, which
activates numerical integration routines.

The latter incorporate differential equations of the chaser's motion relative to the target, as well as those describing
the absolute motion of the target itself. Thus the programme simulates the navigational use of relative measurements,
as could be done from on board, one of the spacecraft having direct viewing or radio frequency contact with the other
one. -.

The routines used are built-up according to the different control modes which, in turn, make up the desired
rendezvous strategy and are steered by the appropriate control parameters included in the input data.

Such control modes, per strategy, are listed in Figure 3. --.

In principle it is applicable for the homing phase and for final approach as well as for some last-minute abort
manoeuvre.

The programme simulates the

- proportional navigation scheme, or constant bearing type of approach,

- pursuit course scheme, or variable bearing type of approach,

- combined schemes, with the above two in sequence.

But the programme also can simulate • -4+
- non-guided, free drifting fly-by and

- emergency manoeuvre to avoid collision. . .

5%.: , .'.%*:.'.-
The most important input data are shown in Figure 4. These obviously include r

- spacecraft data
- orbital data"

- directives concerning selected strategy and

- control parameters which finally determine the profile of the rendezvous process. .

How they are involved in the simulation process is shown in Figure 5 in a simplified form. It deals with one control
mode, namely with the braking manoeuvre of the chaser along its line-of-sight to the target.

This manoeuvre consists of the simultaneous reduction of range and range rate, to any specified value at a specified ,
aiming point. Thus its simulation is comprised of the following: %,, ...-

- Orbital motion of the target with respect to an earth centered inertial reference frame on one hand, and orbit "
dynamics of the chaser's relative motion to the target using coordinates of a target centered inertial reference
frame on the other hand.

- Transformation of relative Carthesian state variables into corresponding polar or spherical state variables.
4'% -"%"%'

4 "- +."N' +m
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Generation of control variables. Whilst the previous two -boxes" on the right hand side are common to all

modes, the control variables are specific to each mode. In the case shown only one control variable "A)" is - - .

necessary, representing the required axial deceleration to achieve final range rate "AE" at a range "RE".

- Finally a switching controller of an hysteresis type which steers the thrusting within specified tolerance values.
These thrustings, in turn, are fed back into the chaser dynamics, i.e. into the corresponding differential
equations.. . 0

4. CONTROL OF FINAL APPROACH

Coming now to some output of the subject simulation programme, it is obvious that within the limited time

available, only very few results can be shown or discussed.

So let us pick out merely two cases out of the final aprroach phase: %

First - the mode of braking the chaser's approach towards the target, by axial thrusting along the line-of sight
(LOS). This is the main part of the proportional navigation scheme, after rotation of LOS has been
nearly brought to a stop.

When retaining this mode up to docking, a cooperative target spacecraft, in terms of orientation of its ' O
docking axis along the final LOS, is assumed.

Secondly - the mor, of rotating the LOS through a specified angle, e.g. at constant range from the target: this -- .-

amounts to a chaser flight around the latter. This is necessary in case the direction of approach is not
coincident with the docking axis of a fixed oriented target spacecraft. -

For a very time-limited discussion of results, their illustration in a so-called "phase diagram" has proven itself most
effective. It is a diagram showing range rate versus range.

Thus, in the first case discussed, the chaser's approach velocity is decreased as a function of its range from the -'

target, Figure 6. This is done by using the comparison of necessary decelerations with achievable ones as criteria for
switching the thrusters on and off. The necessary magnitudes represent boundaries of control channels and appear in
the phase diagram - when defined as indicated - as parabolas.

It has been repeatedly confirmed that this method of controlling the braking impulses is convenient, flexible and
efficient; care must be taken only to select the coefficients of the parabolas so as to

- be compatible with the state vector (R, A) of the chaser at the initiation of the process,

- comply with the decelerations achievable by means of the thrust levels on board the chaser,

- result in the desired final values of R and A. -

Figure 7 shows a concrete case of approach to a target satellite flying on GTO at about a true anomaly of 1500,
the chaser being on a nearby orbit starting its proportional navigation scheme at a distance of 1000 m off the target.

Having identified the excess in range rate at that range, the approach velocity is steeply reduced ,o as to enter the
first control channel, compatible with the 400 N thruster performance. Now v

The intermittent braking of range rate continues inside the channel until the second channel is achieved, which is . '''

compatible with the 40 N thrust level. The latter is necessary because the thrusting impulses get too short for the 400 N .-....
to deliver.

Here switching over to the lower level thrusters takes place on controller's command and the approach velocity is -, *"*

further reduced at a lower thrust level with increased pulse duration. . ,O

The dashed line, incidentally, represents free drift with no braking control.

It must be noted here that the convergence of the plot is no guarantee for clean docking conditions. If e.g. LOS
stability is controlled at close proximity to the target based on its angular displacement rate, a chaser drifting around
the target, with the risk of hitting it on the side, may occur. Therefore, a switch-over to LOS control based on lateral
displacement, which we do at a range of about 200 m, is highly recommended.

As can be expected, the initial conditions of the chaser relative to the target are of importance. -"-,

Figure 8 shows for a circular 550 km target orbit the relatively slow approach of the chaser, it being about I km ,- -

lower. --

Doing nothing would cause the chaser to overtake the target at a range of 1000 m (dotted line) not achieving
docking conditions.
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Thus, an acceleration towards the target is necesary; the effects of this acceleration up to different range rate
P-, .,elevels is shown in comparison.

,% Accelerating up to

I m/s (long dashed line) seems inadequate, as the duration of approach becomes very long. [he calculation I
was interrupted after about I hour flight equivalent time. So we don't know whether docking could
be accomplished.

- 2 m/s (full line) results in docking conditions, smoothly achieved within the 40 N thrust control channel. - -"-

- 4 m/s (short dashed line) was too much to regain control of range rate. resulting in collision with au impact " "
speed of 0,8 m/s.

This leads us to the possibility of simulating an abort of the final approach. %

Figure 9 shows, on the left side, the case where the low thrust control channel. either intentionally or contingency-
wise, has been suppressed. Leaving the high thrust channel, the chaser's controller allows free flight until a certain -

critical range, that is closest to the target, at which lateral thrust is still possible so as to result in a last minute circum-
venting of the target. p- -

On the right side, both control channels are assumed to be out of function. Here again, the controller determines
the last opportunity to avoid collision and therefore commands full braking and lateral thrust.

Finally, the case of rotating LOS, in terms of circum-flying the target, is shown in Figure 10. Here, range is kept
constant during this manoeuvre. To this end, again, control channels are defined, representing, however, lateral decelera-
tion limits within which the lateral thrustings take place.

Figure II shows at the left upper comer the effect of this rotation on the phase diagram plot. The rotation itself 4.'
is, in fact, the single point on the R = 0 axis. The local vertical, there, indicates the re-acceleration towards the target,
needed for completion of the approach after the rotation manoeuvre. It can be seen that - again - the level of this re-
acceleration is not totally arbitrary, but rather must suit the available thrust level channel. Otherwise either a fly-by or
a collision may occur.

5. A FEW CONCLUSIONS

Because of !ack of time we end with only 3 conclusions:

• The selected guidance schemes have been proven to be effective and realistic. Other optimum guidance

schemes involve excessive complexity in on-board data processing, hardware and software implementation.
• On high orbits the constant-bearing type approach, as well as the variable-bearing type, are rather unproblematic .*

in achieving successful rendezvous.S.-"'-€-

The orbit curvature, with decreasing orbit altitude turns out to increasingly impede smooth rendezvous,

- often requiring additional velocity stabilization control during proportional navigation,

- rendering the pursuit course strategy inapplicable unless high thrust levels are available. IOV .t1

V1 goo, *-0

..O .,.i

I ,.. -S

%•" °• o .

% , " . ,
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4 FIG. 1:
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MISSION RYD- IN-LEO RVD-IN-GTO RVD-IN-GEO

OBJECTIVE FLIGHT DEMONSTRATION ATTACHING APOGEE PRO- &SIL FNDLR
OF VO APAITYPULSION NO0DULE TO [ZED GEO COSBBINICA-

COMM-SAT PRIOR TO TION PLATFORM
INIJECTION INTO GEO * *

INVOLVED
LANHRSHUTTE ARIANE 3 ARIANE 4

TARGET OMIT 300 Km CIRCULAR 200/3600 KM 600K IRUA
ALTITUDE 5500 KM CIRCLAULAR-.

RVD TARGET *EURECA' RETRIEVABLE, 200 KG MCLRZDGOCN
FREEFLYNGPAYOAD COMMUNICATION SATELLITE MUNICATION PLATFORMI

VEICECARRYING PLATFORM WITH No APOGEE MOTOR BEING BUILT UP

UVO CHASER DEDICATED, SPECIALLY DEDICATED. ADAPTEDCONIATNPALA
VHCELAID OUT TEST APOGEE PROPULSION NOMUENITIO A A D

VEHILE VHICE NOULEPROPULSION KIT

FIG. 2:

THE RENDEZVOUS SIULATION PROGRAMME STRUCTURE

MAIN:

INPU DATA:POGA
-INITIAL CONDITIONS MANAGEMENT1
-CONROL PAMTERS PROGRAM...... DOCUMENTATION OF
-ORBITAL PARAMETERS INITIAL VALUES. I
-SWITCHES PARAICTRS, FINAL VAL.

I P T T IE GT I OIN T R OT NE I E A I N R U I EO TUT DATA : P I T.

IPPIUJTWMT TOUIN PRETINROTNENT'

DIFFERENTIAL EQUATIONS -ACTUAL STATE VECTOR *

OF-CONTROLLED VARIABLES PLOT%
RELATIVE MOTION _________ _-SAU INICAOS

_ __COMMO 
LINK-SAU NITOR

DISPLAY
4. -SELECTION OF -TYPE DIFFERENT STRATEGIE " ,

REEAT -COORDINATION OF .4*

V DATADIFFERENT CONTROL
ON SCREEN NODES AND SCHEMES

4, BRAKING OF LOS ROTATION

KEEP ACTUAL LOS WITHIN SPECIFIED 
6 EACLRAINADBAIOFFSET MINS FROM INERTIALLYT KI u

'1AFTER LOS ROT. MANOEUVRE

TO RDUC VJM A ANGERAT ToCONTROL OF DOCKING VELOCITY
UP TO PHYSICAL CONTACT

CNTNRAGTOAIELSTRY A TARGET FLY-BY IF SAFE *.

BRAKING FAILS (TOO HIGH RANGE
WIHTRE ARATE WITH RESPECT TO RANGE) -

-lot



14-6
m

FIG. 3:

CAPABILITIES OF THE SIMULATION PROGRAMIE
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o CONTROLLING ROTATION OF LOS
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OPTIMISATION DES MANOEUVRES D'UN SATELLITE D'OBSERVATION
EN VUE D'UN SURVOL RAPIDE D'UN POINT DU GLOBE

par

A.M.Mainguy, C.Aurnasson et S.Laffy0
ONERA
B.P. 72

92322 Chatillon Cedex
France

Un satellite d'observation de la Terre est placd de faqon nominate sur une orbite de surveillance quasi polaire
(h~liosynchrone) circulaire et d'altitude telle que l'entrelacement des traces au sot soit suffisamment rtdgulier et serrd.
Ceci assure une converture convenable du globe terrestre sur une p~riode de quelques jours.

Pour des raisons de haute surveillance, it peut s'avdrer n~cessaire de modifier cette orbite et de placer la satellite
sur une orbite circulaire "gdosynchrone" permettant d'observer un point prdcis du globe de faqon r~p~titive une fois par
jour et pendant un temps donnd. Cette manoeuvre doit dtre effectude le plus rapidement possible, en momns de deux
jours, par exemple. Les deux orbites 6tant d'altitudes voisines, it est possible de s'affranchir du maintien de la contrainte .

d'hdliosynchronisme et de rdsoudre le probldme en supposant les deux orbites de mdme inclinaison.

La difficult6 du problme riside dans le fait que la manoeuvre doit tre effectu~e sur une courte dur~e de temps
avec des reservoirs de capacit6 limit~e et des propulseurs A faible niveau de pouss~e. 11 faut procdder par 6tapes pour
pouvoir r~soudre le probldine dans sa g~neralit6.

Une premiere 6tude est faite avec des hypothdses simplificatrices portant i la fois sur les contraintes physiques
-~ (pouss~e impulsionnelie) et sur tes 6quations math~matiques (lin~arisation des 6quations atitour de l'orbite nominate). :

11 est ainsi possible de construire analytiquement les solutions optimates ou sous optimales (A poussde tangente) et
d'6valuer les ordres de grandeur des cofits des manoeuvres, en t'onction de la position du point survol6 et du temps
disponible pour r~aliser t'objectif. Dans le cas de durde assez tongue, le cofit est ldg~rement supdrieur a celui d'un simple
transfert sur orbite gdosynchrone. Mais pour des dur~es plus courtes, le cofit du rendez-vous devient considerable, tes
accroissements de vitesse A fournir ne peuvent plus dtre d~livr~s dans une dur~e compatible avec l'approximation
impulsionnelle et dans certains cas conduisent A une consommation d~posant la capacit6 maximale des reservoirs. Malgr
la relative proximit6 des orbites initiale et finale, les orbites interm~diaires sont significativement diff~rentes. En
consequence, les hypotheses simplificatrices ne sont plus valables. &*~;-.*

Une deuxi~me 6tude s'appuie sur des hypothdses plus r~alistes, en prenant en compte le faible niveau de pouss~e,
et donc 1'6talement des arcs propulsds. En supposant encore les 6quations d'6volution lin~aris~es et la pouss~e tangente,-
le problme se pr~sente comme un probkme d'optimisation param~trique avec contraintes, dont les inconnues sont les
instants d'allumage et d'extinction des moteurs. it ne peut dtre r~solu qu'en utilisant un algorithme numdrique itdratif
mais it apparait alors une difficultd tide 1 F'initialisation de la m~thode. En effet, une simple transcription des r~sultats
de la premiere 6tude ne permet pas toujours d'aboutir A une convergence satisfaisante de l'algorithme; une m~thode
originale d'initialisation recursive a W ddvelopp~e. Les r~sultats obtenus permettent de mettre en 6vidence la d~grada-
tion du coit en fonction de U'talement, d'autant plus importante que le cofit lui-mdme est 61Mv. Ind~pend amtie nt de S S
)a capacit6 inaximale des rdservoirs, certains points sont mdme impossibles A survoler dans un bref d~lai, car I'dtalement
des arcs de pouss~e est trop grand, et impossible d r~partir sur te nombre de tours disponible pour le survol des points

' (les points limites du domaine accessible sont associ~s A une pouss~e ininterrompue). Une premiere approche des
manoeuvres rdalisables A ainsi W obtenue, mais ce n'est qu'une approche puisque les dquations du mouvemnent ont 6tdV

Une troisidme Rtude permet d'aborder le problme reel sans simplification. 11 s'agit d'une optimisation fonctionnetle
~. oi les commandes A ddtermjner sont le module de la pouss~e et son orientation dans le rep~re orbital local. La mdtliode ~% --

numdrique iterative utilisde est plus complexe que la prdc~dente quoique basde sur le mi~me principe. 11 a M6 vfrifik que
l~ a m~thode converge mdme lorsque l'initialisation est effectu~e avec une pouss~e identiquement nulte et vers tine solution

:: de type tout ou rien, compatible avec le principe du maximum de Pontryagin. Ceci a permis de v~rifier le bon ordre de
grandeur obtenu dans le cadre de 1'6tude pr&cddente et de rdajuster les instants d'attumage et d'extinction des moteurs.4 La possibilit d'optimiser dgalement I'orientation de la pouss~e montre que la pouss~e tangentielle est quasi optiniale S
sauf pour des survols effectu~s en momns de 2 tours ofi la pouss~e tibrement orientable peut s'avdrer intdressanlte.
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I. INTRODUCTION

--'The procedure described here is useful for a spin stabilized satellite spinning O
around an axis normal to its orbit plane and using an offset axial thruster for attitudecontrol. For such a satellite, the procedure arranges attitude control maneuvers so that . ...
such maneuvers help maintain orbit inclination.

The important features of the satellite are that it spins with its spin axis normal
to the orbit plane and it uses offset axial thrusters to control attitude and to impart " .'

velocity along the spin axis. -This configuration is sketched in Figure i. Both axial
thrusters are fired simultaneously to impart a velocity along the spin axis. To alter the 1'

Soin Axis %

Offset axial

thrusters

Figure 1. Spinning Satellite Using Offset Axial Thrusters

spin axis attitude one thruster is pulsed. If the pulse is short enough that the satellite
does not rotate through a very large angle, then the effect is to apply an external torque

to the satellite and thus to precess the spin axis. By repeatedly pulsing the thruster the
*. spin axis can be precessed by any desired amount. This manner of achieving a spin axis re-

orientation also results in a velocity change in the spin axis direction. The object is to
make sure that whenever it is necessary to reorient the spin axis, the reorientation can be

.a done so that the attendant velocity change is also helpful. *.-..

A satellite in a circular orbit will not remain in that orbit indefinitely if left
alone. Among other changes that the orbit undergoes, it tilts relative to the starting

..A orbit. In order to stay close to a desired orbit the accumulated tilt must be corrected out
periodically. Figure 2 helps indicate how the orbit tilt correction may be carried out.
When the satellite in its tilted orbit crosses the desired orbit going down, a velocity _

_ change is introduced normal to the orbit. This swings the velocity vector for the satellite
from that connected with the tilted orbit to that appropriate for the desired orbit.

4 Besides not remaining in a fixed circular orbit a satellite will not hold a fixed atti- .
tude. The attitude drifts principally to the influence of solar torque. For a spinning

' satellite, solar torque results in a precession of the satellite around the line between
the satellite and the sun. Periodically, the attitude must be corrected.

On the spinning satellite with offset axial thrusters, altering attitude also imparts
some velocity normal to the orbit. If all the attitude trim maneuvers are done at the ...

a. descending node, then the axial velocity tends to help maintain orbit inclination.
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% Figure 2. Geometry of Orbit Tilt Correction '

II.~~~~~~ DECITO O OUIN

In some instances it is not possible to do all of the attitude control maneuvers at the .'.'.-'.
descending node. In particular, when the precession rate gets so large that the precession
accumulated in one day exceeds the bounds of acceptable pointing for the satellite spin axis, a.ti..dthen it is not possible to wait for one day between maneuvers. How to arrange the attitude

control maneuvers in this case is the subject of this paper.

II. DESCRIPTION OF SOLUTIONS

The problem is to determine an optimum strategy for performing attitude control maneuvers,. - [-.
when the combination of pointing tolerance and precession rate force corrections to be made ." .
more often than once per day. An optimum strategy is one which maintains spin axis attitude J' ."''
within acceptable bounds and which arranges attitude control maneuvers in such a way as to "-,- "

achieve the greatest beneficial effect on orbit inclination. The optimum strategy can be
found through intuitive argument and more rigorous proof of optimality follows the intuitive
argument quite closely.

These are two state variables of interest here. One is the angle of rotation of the
satellite around the line from the satellite to the sun. This angle will be denoted by Or -
Orbit normal will be er = 0. The other is the angle of the satellite in its orbit. Let
0 denote the angle between a line from the earth's center to the ascending node of the
orbit and a line from the earth's center to the satellite.

The sequence of plots shown in Figure 3 will help explain the strategy for optimizing
attitude control maneuvers. Suppose first that there is no restriction on the excursion for 9
the spin axis. Figure 3a shows how the attitude 0r would behave as a function of the satel-
lite's position in orbit go if all the corrections were done at the descending node. In
this case the attitude starts from zero, suppose, and increases until the descending node is
reached. At that point a correction equal to the daily precession rase is introduced. Until .
the next passage through the descending node, the attitude is allowed to drift. Suppose now
that the attitude cannot be allowed to drift for an entire day. Suppose that the precession
in one orbit is B. Suppose also that to ensure proper performance of the satellite, the
rotation of the spin axis around the sun line must be constrained to within ± 6 of orbit
normal. Figure 3b shows a strategy for performing attitude control maneuvers whick keeps

1@r 1 _ 6 for the case where 6 = B/4. In Figure 3b the attitude begins at zero. It cannot be
allowed to drift until the descending node as was the case in Figure 3a. The upper bound on
the spin axis attitude deviation is reached at the antinode go = r/2. Some correction must
be done at go = n/2. The decision is made to introduce a correction of B/4. When this is
done the attitude Or will just drift to the upper bound 6 at the descending node ( o = .
This is a good choice because it allows for a correction of maximum size to be done at the
descending node and thus benefits orbit tilt. The total correction done during the orbit O
must equal the total precession during the orbit. It makes sense to do as much of this
correction as possible at the descending node. The co.-rections done at the antinode cancel
one another's contribution to orbit tilt. The efficiency if this strategy is then 50% in
that 50% of the linear velocity imparted by the attitude control maneuver is helpful for
orbit tilt correction.

It is possible for firings done away from the descending node to benefit orbit tilt.
Suppose that a linear velocity of 6V is imparted at orbit angle 0. This AV certainly tilts
the orbit by some amount.

If a velocity change AV imparted in the spin axis direction at the descending node tilts . e
the orbit plane in the desired direction by a degrees, then AV imparted at orbit angle 0,
degrees tilts the orbit plane in the desired direction by - 8cos 0 degrees. Attitude
maneuvers done at the antinodes (0 = w/2 or 0, = 3 r/2) tilt the orbit in a direction
orthogonal to the direction in which correction is required. Corrections done at the
ascending node make the tilt worse. It is best if the Attitude maneuvers are gathered O .
close to the descending node.
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Figure 3. Geometry of Attitude Maneuvers

The strategy depicted in Figure 3b can be improved upon by using this guideline.
Instead of doing a maneuver of B/4 at the antinode where the threshold 6 is first reached
suppose that a maneuver of B/8 were done. The threshold would be reached again at go
3 w/4 and another maneuver of B/8 could be done. A strategy following this outline is
depicted in Figure 3c. The two maneuvers of B/8 which have been moved to go = W i/4
benef it orbit tilt and so the maneuver of Figure 3c is an improvement over the maneuver
in Figure 3b.

The maneuvers could be further subdivided and in the limit the result would look like
the graph in Figure 3d. In the limiting case the strategy is to do nothing until the -
threshold 6 is hit. Thereupon, a series of small attitude corrections is done. These.
small attitude corrections just offset the precession and the attitude offset remains
constant at 6 until the descending node is reached. At the descending node a correction
of 25 is introduced. Past the descending node, another series of small corrections is done w.Opa.
These corrections hold the attitude at or = -6. The attitude is at or = 6 over the same
angle prior to the descending node as it isat ()r -- 6 after the descending node. This
fact and the value of the threshold 6 and te precession rate B determine at what angle
00 the firing ceases and the attitude begins to dritft.

An efficiency for this strategy can be defined to be the ratio of the benefit derived
by using the strategy to the benefit achieved by doing the entire attitude control maneuver
at the descending node. To comnpute this efficiency, first recognize that the orbit angle a cxv
through which the satellite travels while the attitude precesses from -6 to +6 satisfies

Bc... 26".

in this equation B is the precession rate in radians of precession per orbit, a is an
orbit angle in radians and 6 is the allowable deviation of the attitude from orbit normal.
According to the strategy the satellite exerts a low-level thrust which just offsets the . ~
nrecession rate B/2n when its orbit angle is between and 271 -ac/2 or when 00 is between

2wn and 2w- 21- The benefit derived by this strategy is

2, (1 - '. 2i? ?

BB

inegaI1T ~ cose 0 do 0+ 26 (2)

term arises from the low-leel thrusting and the 26 term is from the impulsive
attitude change at the descending node. if the precession for an entire orbit were taken
out at the descending node, then the benefit would be B. The efficiency of the strateqy ..

outlined can be defined as the ratio of these two quantities. Denote the efficiency by ".
heni E th

in F gu e 3b q. 
.
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I 2ir6 B cose de + 26

E -(3)
B

Sin 2?6 -- "

E+ 2 + (4)

This equation is only valid for B! 26. For B < 26 the efficiency is 1.0. Notice that
this expression only depends on the ratio 6/B. Figure 4 is a plot of E versus 6/B. As a
single point comparison consider the example where B = 46. The strategy shown in Figure 2b - -gave an efficiency of 0.5. By comparison the optimal strategy yields an efficiency of 0.82 ,

It is fairly straight forward to show that the strategy proposed satisfies first order
necessary conditions. That is, that small changes in the timing or magnitude of the attitude
control maneuvers decrease the efficiency of the maneuver. Figure 5 illustrates the optimal ..
strategy and some small changes point to it. These changes will be shown to decrease the %
efficiency. The optimal strategy is, as has been described. The attitude starts at zero at ,
the ascending node (90 = 0). The attitude is allowed to drift until the upper threshold '. ..
(er = 6) is reached (00 = 2w 6/B). After that point the attitude is maintained at the upper .-.

threshold until the descending node is reached (Go = w)- At the descending node the attitude
is changed impulsively from 9r = 6 to 9r = -6. The attitude is then maintained at the lower .. "
threshold until that point in the orbit from where the orbit will just drift back to zero at
the ascending node. %
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Figure 5. Optimal Strategy and Perturbations

First, as illustrated in Figure 5b, suppose that the attitude does not start at
Or = 0 but at Or = c where e is a small number. Denote the efficiency for this perturbed
case by E' then the change in efficiency

.2..1 - )2r (1

Bede +2C-c cose deo + 26
2(6 ) 2 csodeo + 26 2 0

B B
E' - E (5)

B B

.4 ",. ..
(l - oBi 2-l .-_

"B ',+, .

21(6 c) s2r [1 ((6 + E)1 '- cos.-.'

El E (6)
B

Consider the behavior of E' - E as a function of c. Denote this dependence by setting

g(,) =E- E (7)

,e Then straight forward computation yields
gio) w0
g(0) = 0

g' (0) = 0 (8) ..,-.,.,

g"(0) = - sin 2T . . .

. I w
, , ' ~~~-,.. ... ,,
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Since 6/B .~then g"(0) .~0 and g"(0) <0 for 6/B < ~. Therefore, the effect of making

the starting attitude slightly different from zero is to decrease the efficiency of the
maneuver.

N'ext suppose, as shown in Figure 5c, that the attitude is not allowed to reach the
threshold 4 but is stopped at 5 c . In this case0

-B

E B

B

In the last case g'(0) was zero and g"(0) was negative. This was a reflection of the
fact that in that case the initial attitude could be increased or decreased. Mathemati-
cally speaking, in that case E could be either positive or negative. In this case, by
contrast, c can only be positive. If E were negative, then the constraint that the
attitude stay between +6c and -6 would be violated.

The last perturbation to the optimal strategy assumes that the attitude is changed
by e at orbit angle 0 where 2r6. Assume first that c > 0. In this case the change
in efficiency is given byB

VB
BJ i--cosO 0do 0 cs

2Tr(6 + )0 0

B
E' E11

B

As before let g(e) E - E then g(O) =0 and

g - (cs0)-co (12)

Since Tr> w6 then g (0) 5 0.

On the other hand if e<0 then

_f2r (l B 6

I i( p- cose do + 26 + ECOSO * ,

E' -E = ______________

B + 2E (3

-I ~ B %elmJ cosede + 26

BB

%. 0



ClearlyE - E =0 when = 0

. To first order in c

e o 2r + e c 26

C B + E C S( 2

B -EB E (15) "

This will be negative if

- Cos 1cos) 2E (16

But •.. O

B B

-cos j.-coss.2 (16)s-

and

26 - (B-26) cos (17)

B

- 2 - l-2-) cos (18)

and

- os2r6 26 61 Cos 21(1r)

or

0 !< 1 + cos r (20),,

Since this inequality is obviously true, the ones preceding it are true also.
Therefore, the perturbation shown in Figure 5d decreases the efficiency of the -
maneuver.

The maneuver described as optimal has been shown to satisfy first order necessary
conditions and some second order necessary conditions. Furthermore, it satisfies -
intuition. There is a practical difficulty with it however.

The torque causing the satellite to precess is usually so small that the thrusters
cannot fire at a low enough level to just offset that torque. The attitude maneuvers
tend to be a series of impulsive maneuvers of some minimum size instead of a continuous S S
low level firing. An approach which acknowleges this practical reality, but which is
close to optimal is discussed in the next section.

%o,, III. ALGORITHM FOR QUANTIZED ATTITUDE MANEUVERS

Basically, the attitude control strategy is a sequence of four types of maneuvers.
The first type is no thrusting. The attitude drifts without correction in this section.
The second is thrusting to just keep the attitude on the upper threshold. The third is
an impulsive maneuver at the descending node. The fourth is thrusting to just keep the

% attitude on the lower threshold. After the fourth section, the strategy goes back to the
first section and does not exert any correction. Thereafter the sequence is repeated.

Now suppose that the only available attitude maneuver is an impulsive attitude change

of some minimum amplitude a. Suppose also that the satellite begins with zero attitude
at the ascending node. If the optimal strategy is followed then the attitude precesses
until the upper threshold is reached. At that point some attitude maneuver must he
executed. The minimum is an impulse of magnitude o. The attitude is then below the thres-
hold by a and can be allowed to drift until the threshold is again reached. Another

... impulsive change of o is made. This sequence continues until the descendinq node is
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reached. At the descending node the desire is to execute a maneuver which will carry
executed is an impulsive change of magnitude a then a rapid succession of changes are

made. When the attitude passes -(6-a) firing must stop. Another pulse would carry theattitude outside the band * 6. The attitude is allowed to precess until the threshold
-(6-a) is reached.

At this point a correction of a can be executed. This correction will just take the
attitude down to the lower limit. The attitude is then allowed to precess again until
the level -(6-a) is reached. The sequence continues until the time where correction
ceases and the attitude is allowed to drift. The attitude then drifts up to the upper
threshold 6 and the operation begins afresh.

What has developed is a procedure whereby the attitude is continuously compared to a
switching threshold. As long as the attitude is lower than the threshold, it is allowed 0 "
to drift. If the attitude is greater than or equal to the threshold, a maneuver is
executed. The threshold value is switched between +6 and -(6-a). The value -(%-a) is
used for the threshold from the descending node until the point where the optimal
strategy would allow the attitude to drift. During the remaining portion of the orbit
the value 6 is used. Figure 6 shows how the attitude might vary using this algorithm.

-*. -° . -

r

0 iT 2 -. " -
0

.--- , ,, U,

Figure 6. Attitude History Using Impulsive Control

Extensive numerical computations have been done to estimate the fuel savings that
this algorithm will yield for the Intelsat VI satellite being built by an international
team headed by Hughes Aircraft Company for the International Telecommunications Satellite
Organization (INTELSAT). This satellite is designed to provide major international com-
munications traffic links. The satellite will be positioned in geosynchronous equatorial O O
orbit. It is required that the attitude drift be kept within ± 0.04 b . Precession of the
satellite is principally due to solar torque. The solar torque precession rates vary over
the ten-year design life of the satellite. This variation is principally due to changing
spacecraft mass as a result of propellant expenditure. In addition, the precession rate
varies over the year because the equatorial orbit changes its aspect angle to the sun.

The precession ratp is fairly constant over a day, but there is some variation in the
rate due to the changing aspect angle of the satellite's earth-pointing antennas. The ' O
maximum precession rate is about 0.140 per day. The minimum impulsive attitude change
about 0.020. Numerical calculations indicate that, in all, about 14.2 kg of propellant
will be required for attitude maneuvers on Intelsat VI during its ten-year life. Of this
14.2 kg, 13.0 kg contributes directly to control orbit inclination.

IV. SUMMARY

An algorithm for attitude control has been presented that derives a benefit for orbit . . O.
incliration. This algorithm is useful for a spinning satellite using an offset axial
thruster to perform attitude maneuvers. Depending on the circumstances of the mission,
significant fuel savings may be derived by the use of this algorithm.

-.J:...

a
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0
p \A.This paper reviews a new formulation of the feedback control problem that

captures both its performance and robustness aspects. The basic analysis "
tool in this formulation is the structured singular value. The methods are
potentially applicable to Large Space Structure Control Problems since they
allow for uncertainty in a very natural way.

1. INTRODUCTION

The basic requirement of feedback systems is to achieve certain desired levels of "-
performance and also to be tolerant of uncertainties. Performance levels concern such
things as command following, disturbance rejection, sensitivity, etc.. while uncer-
tainty tolerances deal with the inevitable differences which exist between a physical
plant and its mathematical model. As discussed in various textbooks and references.
these two aspects of the feedback problem lead to fundamental tradeoffs and compro-
mises which motivate the entire body of feedback theory. ([1], [2])

An essential difficulty in the theory has been to capture both the performance and
uncertainty aspects of feedback in a single problem statement. A recent problem for-
mulation has been proposed which captures both aspects of feedback under the umbrella
of what is called the "block-diagonal bounded perturbation problem." The solution to
this problem involves a generalization of the ordinary singular value decomposition.
It provides a reliable, nonconservative measure to determine whether both the perfor-
mance and robustness requirements of a feedback loop are satisfied. This measure is
called the structured singular value (SSV) and serves as the essential analysis tool.
One of the major goals of this paper is to disseminate this problem formulation. A .
U43]. 15])

The second goal of this paper is to briefly indicate how the structured singular value
methods apply to Large Space Structures (LSS) Control Problems. LSS problems have
performance requirements for pointing, tracking, and shape control. These performance
requirements must be maintained in the face of significant uncertainty in the form of . - . -.

disturbances, noises, and uncertainty in the structure itself and its actuators and
sensors. Maintenance of performance in the face of uncertainty will be referred to as
robust performance.

The SSV methods outlined in this paper provide the first reliable technique for . ...-

analyzing the performance of a system in the presence of both uncertain inputs (dis-
turbances and noises) and uncertain plant dynamics. Previous methods, based on covar-
iance or singular value analysis, evaluated either nominal performance or robustness
of stability but not robust performance. Thus the SSV methods provide a promising
alternative for LSS control problems.

.' 2. MATHEMATICAL PRELIMINARIES

2.1 Topics from Functional Analysis

The foundation for the development in this paper is provided by a review of a num-

ber of basic concepts from functional analysis. The first of these is the normed

linear space L r m . This function space is the collection of all rxm-dimensional O
2

functions which are square integrable on R. An inner product for any two functions x

and y in L
T 

is defined as2

<xY. - Tr[y (t)x(t)]dt (2.1)

r-m

The norm associated with this inner product is

11Il2 -<x.x>1 2  (2.2)

Elements of Lx have finite norm and are equivalence classes of functions diff,,rin.

on sets of measure zero. O .

This vorR has been supported by Honeywell Internal Research and Development Funding.
and the U.S. Air Force of Scientific Research Grant F49620-82-C-0090.



[, ' , F ,, .- -. o . .- . , . -. ° ." . , . .' '.-~ u' .

17-2

The chief limitation of the space L rx for control system analysis is that it

contains no unstable functions. i.e.. functions with lxii = . This can be remedied
_rxm 2hssaei h olcino

by introducing the extended normed linear spacespace is the collection of

all functions which are square integrable on all finite intervals of R. More

precisely, we introduce the truncated norm as e
H /2 (23 .-.llxl1 { f Tr[x (t)x(t)ldt) (2o3)

2. x

Then Lm2e contains all functions x:R 4Crxm which satisfy iixil2.r <- for all t. Functions
t .1

such as x(t)=e are included in L2e . for example, while functions such as x(t)=tan(t)

are not. Note that all elements of Lrxm are
.e rxm 2

included in the extension L2e m and have the property that lixil ,11xll2 as r.

r xm
The other function space we will need is L This space consists of all

functions which are measurable and essentially bounded. It is a normed linear space

with norm

1x11, = ess sup a (x(t)) (2.4)

No distinction will be made between functions differing over sets of measure zero and

in the sequel we will use sup for the essential supremum. The symbol a(.) denotes the

maximum singular value of a matrix. The singular values of a matrix A are the non-
Hnegative square roots of the eigenvalues of the Hermitian form A A.

The Fourier transform of a function x is

.'J,

x(ju) = " x(t)e- tdt (2.5)

rxm rxmThe operation of the Fourier transform is a linear isometry of L onto L The
2 2•Parseval formula relates inner products

x.y = 1 x y (2.6)
and specializes to

111 2 
= XI 2 (2.7) 0

2 21r 2

An operator G is a mapping which associates with each function in its domain

exactly one function in its range. For our purposes, the domain of an operator will

be L and its range will be some subset of Lr The mapping of an operator is denoted

time t. does not depend on values of the input at future times. say t2 >t I

Anoertr a anrmidce y h nrs nLm and L r  The induced operator"----" "''ig

2e 2e'

norm is I~l 2 .. . .
IIG11 2 y-2 sup SUP Gxxil (2.9)

' II l 2 . : 0 2.' .- ..-.r- ..
2. -

t The causal operator is said to be L stable if it has finite gain i.e.,2 r-@An, o. Thus La table operators map L into L2 a
2- 2e. 2 su splii

N: now restrict attention to linear operators G defined by the convolution integral

(Gx)(t) = g(t-x) x(i)dr (2.10)

-. .'. - .
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where g is absolutely integrable. Fubini's theorem provides a relationship between

the Fourier transform of y=Gx and the transforms of g and x.

y . G x (2.11)

We refer to G as the transfer matrix of the operator G. The Fourier transform con-

verts the original convolution into multiplication in the transformed (frequency)

domain. Moreover, the Fourier transform relates the norm of an L 2e stable operator G

to the transform G. By the Parseval formula (2.7).

IIGxll IIGxli
-2 2IIll sup sup (2.12)

lxll 2 , 0 I 2xil 2 0 2

In fact. it can be shown (6] that

iGH iGH sup a (G(j )) (2.13)
2-2= W

Thus for stable convolutional operators, the norm is simply equal to the supremum over

frequency of the largest singular value of the transfer matrix. This makes convolu- *O .
tional operators into a normed linear algebra.

2.2 Performance Measures for Linear Systems

Two alternate measures of performance for linear systems are related to the basic

concepts of functional analysis in this section. Broadly speaking. "good" performance "

means that some error response is "small" in an appropriate sense. An example of such

an error response is the classical output sensitivity function of a feedback loop

which relates command following errors to output commands. Another example is the

response at the input of a plant to sensor noise on the measured variable. We will

characterize an error response as an operator and measure its size through norms on

the operator. The operator is denoted G and maps inputs u in LM. outputs y in r
2 L2.

The first type of performance considered is stochastic performance, i.e. the sta-

tistical behavior of the error subject to random inputs. If the input u is zero mean '-

white noise with unit intensity, then the covariance of the error is simply
E(ly(t) ,  - "gl' 2 2w l u l 2  (2.14)w

* . H
J'd This performance measure is the integral in the frequency domain of Tr(G G). More

generally, the input can be colored noise formed by shaping white noise through the .
"

.

operator R . Also, we have the freedom to examine the covariance of a filtered

version of the error, say z - Iy. For example, such a filter operator could be used.".: *
to emphasize a particularly crucial band in the frequency domain or to deemphasize low
or high frequencies. Including the operators L and R_ yields

E(Iz(t)l 2 -LGR 2 (2.15)
27r 2 (2P. -,'-.1'. .

The stable operators L and R_- serve as weightings in the frequency domain in the

Integral (2.15). This measure of performance has received a great deal of attention *
in the literature on Wiener and Kalman filtering and the linear-quadratic-Gaussian

control problem.

The second type of performance measure is "worst case" performance. The idea in

this case is to let the input be any arbitrary function in L m with unit norm. Then

the size of the error in the worst case is

." sup 11y" " i " -, IGH (2 .16 ) . ' -,. "
lul1 2 .l 2 w .-

'N' Good performance in this sense requires having a small value of &(G(jw)) at every

frequency w. The utility of this approach to measuring performance is increased by

'S..- introducing weighting operators L and R much as was done for stochastic performanc_.
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With the weightings. we have

".- sup II1yll 2  = IILGR -1110 (2.17) . -
lRull .12

This measure of performance can be written in a slightly different form to emphasis

its use as a performance specification. Mathematically.

111- 2 <1 for all ,lRull .1

2iff LGR II < 1 (2. 18)2 °2

iff -LGR 1 1

This says that having the maximum singular value of the (weighted) transfer matrix

less than one at every frequency is necessary and sufficient for the (weighted) error

to have norm less than one for any (weighted) input with norm no larger than one.

* - This measure has been the subject of recent theoretical interest within the control . .

community [7]. [8]. Also. when viewed as condition on the norm of LGR -I this mea- O

sure of performance is applicable to nonlinear systems.

Both of these performance measures are expressed in terms of norms on weighted

transfer matrices. Both are useful in the analysis of linear systems. The design

problem in the first case is to minimize "average, error in the integral square 5 S
sense. In the second case, the design problem is a mini-max problem: minimize the

, 'worst case error in the integral square sense. Note that the weightings on inputs and

outputs can always be absorbed into the input-output transfer function. Thus, while -.

weightings are essential to adequately model physical signals, the analysis need not

distinguish between weighted or unweighted transfer functions. As an aside, we note

that the performance measure in (2.15) can also be interpreted as a mini-max problem

with the error signal measured by the L norm and inputs in L2.

2.3 Sectors * ..p. . .

In the last several years. the sector concept ([9],[10].[1l]) has been recognized

as an important tool in feedback design and analysis. The basic idea is that very 'O
complicated plant operators (perhaps nonlinear, infinite dimensional, time-varying)

can be reliably approximated by simple sector centers (usually finite dimensional,

linear, time-invariant systems), provided that the approximation error is properly

accounted for in the design process. This "proper accounting" usually means that a

design based on the sector center must be restricted to maintain stability. Such O '

restrictions generally increase as the magnitudes of the approximation errors grow.

This section provides an introduction to sectors and gives a stability test in terms

of a sector condition. It concludes with an interpretation of the stability test as

imposing restrictions on the nominal design.

In abstract terms, a sector condition is a functional inequality describing the_-

set of operators in a specified neighborhood of some nominal operator. Formally, the
msector (C.L.R) is the set of all operators G mapping Lm  into Lr which satisfy-- 2e 2e

IIL(G-C) xll 2 IIRxII, V TER+. xcL m (2.19)
_ _ 2." T 2,T 2e (.9

The nominal operator C is referred to as the center of the sector. The operators L

and R specify the size of the neighborhood about C. We will require L and R to be

%. L-stable operators and to have L -stable inverses. When L and R are linear,

% time-invariant operators, this means they have no poles or zeros in the right-half of "-

,.the complex plane and no excess of poles or zeros. In the case of an L -stable

center, condition (2.19) can be rewritten as



I IIL I R 2 <  1 (2.20)
I(- 2-2

It is noteworthy to compare this condition with the performance specificatijn (2.18).

2.4 Stability Conditions 0

Having introduced sectors, we now turn to characterizing the stability of a feed-

back system when an operator in the system is described by a sector. Consider the

feedback configuration shown in Figure 2-1. The two closed-loop operators of this

system are E and E mapping both inputs u and u2 into the outputs e I and e2 .

respectively. It is assumed that the system is causal and well-posed. [6] i.e.. the

%, . operators M.D.E I. and E2 are all causal. The system is stable if both E and E, are.

Theorem 2-1. (Small Gain Theorem) Under these conditions, the closed-loop system is

L2e-stable if

1I M 112-2 II A 112-2  < 1

A brief discussion of the proof of this theorem follows. The error el is given by l 10
• - -_--

e = U - Ae (2.24)
1 1 -2

UI - 'U 2 - !IMe

(Iad so 
I+M) u - u2  (2.25)

The norm of the right-hand side of (2.25) is bounded from above by

.'." I 1 2 - 2-2 2 2
and the left-hand side is bounded from below by

(.(I - A 112-*2 II M 112-2 1 2

Combining these bounds and using the inequality of the theorem yields

1l e 111 Y_IIMiI1 2 WI1 ( UIl 21 11 2 I1W 12 u2 112 ) (2.26)
2-2 2-2 -2-2(.6

Thus the operator E1 has finite gain and is stable. Stability of E2 is shown

similarly.

The Small Gain Theorem will now be used to obtain stability robustness conditions " -

A' for a feedback system containing a sector. Stability robustness conditions will be

obtained which guarantee the stability of the closed loop system for any operator that

is an element of the sector. The feedback system under consideration is shown in

Figure 2-2. Also shown in the figure are two alternative representations of the feed- .0

back loop. The first alternative uses the earlier observation that a sector may be

expressed or the parallel combination of its center and a sector with the same radius

centered about the null operator. The second alternative representation employs the

closed loop operator for the feedback combination of G and C. It is assumed that the

closed loop operator M is L2 e-stable. p

The Small Gain Theorem will be applied to the feedback system in Figure 2-2

involving operator M and sector (CLR). Let the operator 6 be any element (CL.R).

By (2.20). this means that

II LaR 12-2 < 1 (2.27)

Rather than applying the Small Gain Theorem directly to M and 6. we apply it to the
operators RML and LR shown in Figure 2-3. These operators are both L-e

2e .

stable, and closed loop stability of the system in Figure 2-3 is equivalent to stabi

lity of the representations in Figure 2-2. By the Small Gain Theorem, closed loop

stability is guaranteed if S O
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IIRML- II IILAR II < 1 (2.28)

When combined with (2.27).

IIRML 1 -2 1 (2.29)
suffices to ensure closed loop stability. This is summarized in the following theorem.

Theorem 2-2. Consider the feedback system of Figure 2-2 and assume (C+G-) is

L -stable. If2e - l-
IIR(C+G- )-I-II2 _ 1 (2.30)2--2-

then the closed loop system is stable for any operator in the sector (C.LR). S "

As in the case of weightings on inputs and outputs, the weightings and center that

determine a sector can be absorbed into the interconnecting transfer function. Thus.

without loss of generality, we can restrict attention to sectors of the form sector

(0.1.1). In this case (2.30) becomes ,' 6
11 G It (2.31)

and for LTI G,
11 G 11 c < 1 (2.32)

It will be helpful to compare the stability robustness condition of Theorem 2.2

with the performance specification (2.18). Stability robustness is ensured if a '.'9
closed loop operator when "weighted" by R and L has norm less than one. Perfor-

mance is achieved if some closed loop error operator has "weighted" norm less than

one. The same type of condition applies in both cases. Because the same condition is

used for both a performance specification and stability robustness, we will be able to

obtain a combined condition which can guarantee simultaneous robust performance and ..

stability.

3. ANALYSIS -.

The mathematical tools of the previous section can be put together to analyze the % -. . -

performance and robustness properties of control systems. The remainder of this paper

explores various modelling assumptions and the impact these assumptions have on analy- 6 .
sis methods. This section summarizes these assumptions and the resulting analysis

tools. Referring to Figure 3-la, the nominal model is assumed throughout to be a . .

Linear, Time-Invariant Ordinary Differential Equation (LTIODE). The uncertain inputs

are assumed to be either filtered white noise or weighted L2-norm bounded signals.

The plant uncertainty is modelled as perturbations (not necessarily small) to the -5 .

nominal. Performance is measured in terms of either the weighted error covariance or

the weighted L2-norm of the error.

These performance measures are intended 
to reflect engineering issues such as good %. -

command response or small errors in regulation or estimation. Perturbations typically 01

arise in an attempt to model changes and uncertainty in operating conditions and plant

characteristics as well as unmodelled dynamics. Uncertain inputs model disturbances,

noises and commands. The analysis framework used in this paper includes all the stan-

dard linear time-invariant filtering and control problems, including the so-called

two-degree-of-freedom control problem. This last problem is obtained when commands

are modelled in the usual way as uncertain input signals. -_-.

Since the focus of this section is on analysis, the controller can be viewed as .

just another system component. Thus for analysis purposes, Figure 3-la may be reduced -..-.

to Figure 3-lb. Here P is a 2x2 block transfer function matrix providing connections

from external inputs and perturbations to outputs and perturbations. Without loss of 0 .

generality, the input signals, errors and perturbations can be left unweighted since "....
any weightings can be absorbed into the interconnection operator P. Note than any
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interconnection of inputs and outputs with components and perturbations, including

weightings, may be rearranged into this form. Then the output can be written as - .-

e = (R22 + E 2 1 (.P W) P12)u. (3.1)

It is assumed that stability is always a performance requirement and thus that P

has all its poles in the open left-half plane.

The standard modelling assumptions and the resulting analysis methods are summa-
rized in Table 3-1. The first option is that uncertainty is modelled as white noise

and performance is measured in terms of error covariance. From (2.14). the error

covariance can be evaluated in terms of the L 2-norm of P 22 This model is appealing

in that many physical noises and disturbances have existing, accepted models as

filtered white noise and that computation of 1P22 112 is quite easy using Lyapunov

equations. Furthermore, synthesis (the so-called Wiener-Hopf-Kalman (WHK) theory) in " -

this context involves linear approximation in a Hilbert space, also computationally

appealing. Unfortunately, few physical systems are adequately modelled with additive ' .

white noise as the only uncertainty.

Some alternatives to the white noise view of uncertainty are summarized in the remain-
der of Table 3-1. These options may be thought of as being separate cases of the fol-

lowing general form of a performance/robustness theorem: -'-O'

Given I Modelling Assumptions

Performance Analysis (3.2)
Requirement iff Test 5 .

is satisfied is satisfied

The first alternative (Case 2) involves modelling inputs as unknown-but-bounded

(in an L -sense) and requiring that the output remain bounded (in L ) below a spe-
2 2

cified level for all such inputs. From (2.19) the resulting analysis test involves
the L -norm of P22. the same norm which appears in the robust stability test of Case 3

(from 2.32). The chief advantage of these assumptions over Case 1 is that both " -'""'"

uncertain inputs and plant perturbations are handled with the same 11.II test. A less

compelling reason is that designs for unknown-but-bounded L2 inputs and outputs can be

given a mini-max energy interpretation.

Note that any induced operator norm would provide an analysis test that would han-

dle both uncertain norm-bounded inputs and (induced) norm-bounded perturbations. For

example, modeling signals as unknown-but-bounded in magnitude (and using the resulting

induced norm for convolution operators on L for analysis) has obvious advantages in

applications where signal magnitude is a more natural notion than energy. On the O O

other hand, there are some important reasons for choosing L2 signal models. 1111.

perturbation bounds, and 11.11. analysis tests over, say, other Lp spaces:

1. The induced convolution-operator norm on L2 (i.e., 11o11 on transfer

functions) is the only induced norm which yields necessary as well as .. -.
-, sufficient robust stability tests.

0 2. Perturbation models of this type are currently the most easily obtained.

3. An optimal synthesis theory analogous to that of WHK is now available * ".

(i.e., the main result of reference (8]).

A... ..
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S4. Engineers have developed substantial experience with these methods

through the use of Bode plots and more recently, their singular value

generalizations [I].

Clearly, these reasons are not entirely independent. The 11. norm on trans- fer

functions is reasonably easily computed, but it does involve a search over one

frequency variable.

%" It should be reiterated that in practice the use of weights on signals and pertur-

'% bations is essential, since both vary with direction and frequency. This is true

independent of the particular assumptions being made. By absorbing any weightings

into the interconnection function P. the weighted case can be reduced to that consi-

. dered in Figure 3-1 and Table 3-1. This is one advantage of the framework proposed

here over less general ones in that any interconnection of signals, systems and per-
. turbations. including weights, can be rearranged to fit the framework.

. While Cases 2 and 3 provide a single framework in which to analyze performance and

robustness (of stability), the 11oIll norm alone provides no systematic, reliable method
for analyzing robust performance. Furthermore, 11I1 analyzes robustness with respect

to purely unstructured uncertainty. A more sophisticated tool that treats robust

performance with respect to structured uncertainty involves the struc- tured singular

value, U, and 11911 . This is the subject of the remainder of the paper.

Cases 4 and 5 of Table 3-1 summarize the two basic applications of U to analy-

sis. Case 4 gives a structured version of Case 3 by characterizing robust stability

with respect to block-diagonal perturbations. This is quite general since any inter- @ .

connection of perturbations can be rearranged to fit the structure of Figure 3-1 with

, . a block diagonal A. Case 5 generalizes cases 2. 3, and 4 by characterizing the per-

formance (in an L2-bounded sense) for systems with structured uncertainty. This is

currently the only available method for systematically analyzing the performance of

complex systems with plant perturbations. Many aspects of LSS contro. problems natu-

rally fit in the framework outlined in this section. Table 3-2 lists some common

sources of uncertainty in the form of commands, disturbances and noises, and perturba-

tions. Figure 3-2 shows schematically how uncertain models for actuators, sensors and

the spacecraft structure can be rearranged to fit the framework of Figure 3-1. The

remainder of the paper will review the details of analysis using 11.11

4. FEEDBACK ANALYSIS AS A BLOCK-DIAGONAL BOUNDED PERTURBATION PROBLEM

4.1 Robustness Characterization

This section formulates the basic feedback problem of achieving performance in the

face of uncertainties as a stability problem in the presence of block-diagonal bounded O O

perturbations (4]. The formulation involves sector-bounded transfer functions as

basic building blocks. The robustness and performance properties of a feedback system

will be expressed in terms of a collection of linear, time-invariant operators. Ai

il, 2, eeo, m. each of which is an element of a sector with zero center, 1 .e.

a i c(O.Li,Ri). These operators are the basic building blocks in a combined O O

S robustness/performance characterization of feedback systems.

The use of sector bounded, linear, time-invariant operators to characterize

robustness has been a central theme in many recent references, including [1] where

such operators were inserted at the inputs or outputs of a plant model in order to

represent so called unstructured uncertainties (modeling errors with no assumed struc

ture except for known magnitude bounds on their transfer functions). Necessary and
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sufficient conditions such as Theorem 2-2 were then derived for stability robustness

in the face of such uncertainties. For example, a stable feedback loop with plant G

and compensator K will remain stable in the face of all possible perturbed plants G"

(I + A]G. with A c(O.L.R). if and only if

II RGK(I+GK) L II < 1 (4.1)

Note that with R and L specified, this inequality imposes conditions on the shape of

the closed loop frequency response. GK(I + GK)- . which must be satisfied in order to -

assure robust stability. These conditions are unique to the assumed form of plant

perturbations (e.g.. G' = (I + A)G in the present case). Each such assumed form * "*

corresponds to a specific location where A is inserted in the nominal feedback loop.

The location for our present case is shown in Row 1 of Table 4-1. Other locations

correspond to other assumed forms for G' and produce different necessary and suffi-

cient stability robustness conditions. A representative set of possibilities is sum-

marized in the remaining rows of Table 4-1. Of course, each case in Table 4-1 is a

special case of Figure 3-1.

Table 4-1 also indicates representative types of physical uncertainties which can

be usefully represented by sector bounded perturbations inserted at the indicated

locations. For example, the representation G' - (I + A)G in Row 1 is useful for

output errors at high frequencies, covering such things as unmodelled high frequency

dynamics of sensors or plant, including diffusion processes, transport lags. electro- .-. -

mechanical resonances. etc. The representation G' . G(I + 6) in Row 2 covers simi- '.

lar types of errors occurring at the inputs. Both cases should be contrasted with

Rows 4 and 5 which treat G' - (I + A)- G and G' = G(I + A)- . These representations

are more useful for variations in modelled dynamics, such as low frequency errors -r .*

produced by parameter variations with operating conditions, with aging, or across

production copies of the same plant. Discussion of still other cases is left to the

table. Note from the table that the stability requirements on d do not limit our

ability to represent variations in either the number or location of rhp sing ilarities. -

The most significant thing to understand about Table 4-1 is that the stability @ "

robustness conditions shown are sufficient to ensure stability only if all the uncer- -

tainties occur at the indicated locations and none occur elsewhere. In order to use %

the conditions directly, therefore, designers are obliged to reflect all known sources

of uncertainty from their known point of occurrence to a single reference location in

the loop. Such reflected uncertainties invariably have a great deal of structure S 6

which must then be "covered up" with a larger, arbitrarily more conservative perturba-

tion in order to maintain a simple cone bounded representation at the reference loca-

tion. By "arbitrarily more conservative." we mean that examples can be constructed

where the degree of conservatism is arbitrarily large. Of course, other examples

exist where it is quite reasonable. -40 ;V

Alternatively. designers could choose to treat uncertainties occurring at several

different locations in the feedback loop as a single uncertainty occurring at one "

location in a larger feedback loop. To be specific about this alternative, let A

i.l. 2. ***, m. denote a collection of such uncertainties positioned at location t

i-1. 2. **., m. Note that at each it, the feedback loop has an input, where it

receives the signals from Ai. and also an output, where it supplies signals to A"

Let Xit be the operator between these two sets of signals. Fur- ther. let M denote

the operator between the inputs at location I and the outputs at location I Then

the block-structured operator

M4 i (4.2)
ij.
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represents all interactions of the feedback loop with its uncertainties, and indeed.

the block-diagonal bounded perturbation diagram in Figure 4-1 is an equivalent repre- *.

sentation of the loop. Here we have A = diag(A1 . A -,. AM).-

Note that the feedback elements in this larger loop are zero in the absence of

uncertainties. Hence. M will be a stable "plant" whenever the original nominal loop

is stable. As an example of this representation. consider the system in Figure 4-2.

This system, with two uncertainties present simultaneously, the first from Row 2 and

the second from Row 4 of Table 4-I. is described by the following M operator:

(I + KG)- KG (I + KG)-I K

(I + GK) G (I + GK) -  (4.3

Given the equivalent system in Figure 4-1 with sector bounded Ai  it follows from the

-". Small Gain Theorem that the loop remains stable in the presence of these uncertainties

if

, RML it2 < I

or. in the frequency domain.

' [R(j)M(j )L(j )-I ] < 1 V ( (4.4)

where R - diag(R1 R 2 . R m ) and L - diag(L 1 L*2  . L m). This condition provides an

alternate test for stability robustness. Like the procedure of reflecting all

uncertainties to one reference location however, the new test can be arbitrarily more

conservative because it ignores the known block-diagonal structure of the

uncertainties in Figure 4-1.

One of the objectives of the results in this paper is precisely to reduce the con-

servatism of robustness and performance tests for block-diagonal structures such as

Figure 4-1. We do this by introducing a generalized notion of the maximum singular

value for block-diagonal structures. This generalization is developed in Section 5.

It is called the structured singular value (SSV) and is denoted by the symbol U. It

yields the following necessary and sufficient conditions for robust stability of the

BDBP problem:
..

1L[R( jw)M( ju)L- (J.) 1 1 (4.5)

This represents our extension of the Small Gain Theorem which we call the Small .

Theorem. *.. -t*

Since all simultaneous uncertainties can be put into block-diagonal form by merely

constructing the associated operator RML 1 , the SSV allows us to nonconservatively

analyze simultaneous occurrences of uncertainties anywhere in a feedback system. The

uncertainties may be sector bounded errors of individual components of the system

(SISO or MIMO). they may be individual parameter variations in the model, or even

polynomial approximations of parameters entering nonlinearly. In fact, the only

. restriction which remains is that all variations must be allowed to be complex. Pure

real variations or pure imaginary variations cannot be separated into individual

blocks.

4.2 Performance Characterization

The ability to treat simultaneous, structured uncertainties also offers almost as ',-' -, ,-

a free byproduct, the ability to deal simultaneously with the performance and robust-

ness aspects of feedback. As discussed in 2.2 and 2.4. the test for satisfaction of a

performance specification is identical to a test for robustness with respect to somp *, ,
uncertainty. That is, any performance specification has a corresponding robustness

requirement such that one is satisfied if and only if the other is. Thus the SSV

tests for robustness can be used directly to evaluate performance.
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The equivalence between performance and robustness is elaborated in Column 4 of

Table 4-1. where each of the conditions imposed on feedback loop shapes by perturba-
tion A at location t is given a performance interpretation. For example, the

perturbations in Row 4 impose requirements (through L and R) on the operator (I +

KG) This operator is. of course, the classical (output) sensitivity function of O

the feedback loop. Small values over some frequency range guarantee low closed loop

sensitivity to open loop variations and low command following errors to output com-

mands over that range. The test for satisfaction of any L2-performance specifica- .'.

tion is identical to test for robustness with respect to some perturbation. That is.

any performance specification has a corresponding robustness requirement such that one

is satisfied if and only if the other is. Thus, the structured singular value tests
for robustness can be used directly to evaluate performance. This may be thought of

as introducing a "fictitious uncertainty" to impose a performance requirement.

To illustrate how such fictitious uncertainties actually enforce performance specs.

consider the simple case where a single true uncertainty, say a from Row 2. and a "

single fictitious (performance) uncertainty, say A from Row 4. are specified for our

feedback system. Let the structured singular value condition (4.5) be satisfied for

the corresponding M matrix. (4.3). Then the system remains stable in the face of A
o -r

and A occurring simultaneously. Obviously. it will also remain stable for A with r
p p r

0. This means that the nominal system must satisfy the perfor- mance condition
-j,'.. - -IL-l] <"- .

.[R (I + KG) L 1 V 0 (4.6)
p p

because the latter is also a necessary and sufficient condition for robust stability . '

"-, with A only. This much is straightforward. What is not so evident but much more .'
p

important is that condition (4.6) is also satisfied for all perturbed feedback loops. * ...

That is. for all true plants G' = G(I + A we have

0[R p(I + KG')LI < 1 ca (4.7)

%'a-4 Hence, the performance spec is satisfied in the face of all possible true uncertain- - ,
"" ties. A proof of this consequence of the structured singular value condition is dis-.'-."

cussed in Section 5.

- 5. STRUCTURED SINGULAR VALUE ANALYSIS OF FEEDBACK SYSTEMS

* ' 5.1 Introduction to the Structured Singular Value

We have discussed how the problem of analyzing performance in the face of struc- S •

tured uncertainty can be expressed as a BDBP problem. The standard singular value

tests applied to the BDBP can be excessively conservative because they ignore the

, block-diagonal structure. A more general nonconservative test (the Small U Theorem)

: is developed in this section which removes this limitation. By nonconservative we

mean providing a necessary and sufficient condition. The test is expressed in terms

V of a new measure, the structured singular value 1L. This section begins with review of

the results in [5] where U, was introduced.

To provide a more precise description of block-diagonal perturbations, let

K - (ml ., k. . 4kn ) be a 2n-tuple of positive integers. All the

definitions that follow depend on K. but to simplify the notation this dependency will

not be explicitly represented. Let

n n
k E m k and m = E m

4I .~.-I

l, pS S.,

J. *I.,* °-° =
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*Let X be a set of kxk. rational. block-diagonal matrices defined by

m M m
2 n

X =(diagU(A.A 1 .04,l a 2-aVs'A2 -0* a n-v a n 'A noo' An)(

I for each J-1. 2. so*. n. A. is a k xk. matrix)

Let U be the set of block-diagonal unitary matrices, and the set of real diagonal

matrices such that

-Y *da~ d I so. d I *d I *.., d I )Id c. R -+ (0. fl (5.2) 0
(da~1Ik. 2 k' mlI ki mI + I k 2' m k

What is desired is a function (depending on K)

.%
L. (k C .(5 3

with the property that V Mc (k) 0

det(I+MA) A 0 V AcX. o(A) 6) (5.4)

iff 61L(M) 1

This could be taken as a definition of IL. Alternatively. IL could be defined as

0 if no AcX solves det(I+MA) - 0
I(4)(5.5)-

min {&(A)Idet(I+MA) =0) -l otherwise 4

This definition shows that a well-defined function satisfies (5.4). It probably has

little additional value since the optimization problem involved does not appear to

- 1' have useful properties.

Using these definitions, the following useful properties of IL are easily proven. -

- ~1) Iu(u1) - blILM V MEM(k)

2) iI) = 10

3) IL(AB) a(A)IL(B) V eXBcM(k)

4) IL(A) = alA) V ACX

5) If n-1 and m1 .1 then U±(M) =a(M) V~ McMi (k)

6) If n~l. k1 .1. then k-m1 .
X . fIj~cR( and IL(M) =p(M) V IMcmt(k)

7) if AcX. UcU. then UAcX and &UcX and o(uA)=a(Au)=o(A)

8) V AcX and V DcO DAD =A ,.

9) V UMU and M U(MU) = u(UM) U ±M

10) V DcV and M i±(DMD- )

11) max p(UM) S IL(14) :S inf 6 (DM4D V ?4clV(k)g
Ut It DcO

.e: Properties 5 and 6 show that the structured singular value has, as special cases, both..-
the spectral radius and the maximum singular value. Property 9 means that IL is

U-invariant. . '

The most important results from [5] are the following, which deal with the bounds ---

nproperty 11:4

A) The left-hand-side inequality in property 11 is always an equality. This =

expresses Ui in familiar linear algebraic terms. but the optimization

problem involved may have multiple local maxima. 400'



B) The right-hand-side inequality in 11 is an equality when there are three
No

or fewer blocks, and the blocks are not repeated. The blocks themselves,

and therefore M. may be of arbitrarily large dimension. A tedious but

straightforward computation shows that the optimization problem involved

is always convex [12]. Furthermore. the minimization is over only n-i

parameters for n blocks, independent of block size. making this an

attractive alternative to A. .

Note that the transformation DMD
- 

is simply a rescaling of the inputs and out-

puts of M. The SSV is invariant with respect to such rescaling (property 10). while

singular values do. of course, vary with rescaling. This implies, for example that

the ad hoc method of performing a change of units can reduce the conservatism associa-

ted with singular values. For some time we have been using Osborne's technique [13].

which minimizes the Frobenius norm of DMD - to compute frequency-dependent D . . -"-

matrices. We now have new algorithms which compute D to directly minimize o(DMD -
). -

While the strongest results on the use of the DMD scaling are for nonrepeated
blocks, the use of scaling before computing singular values can be quite effective in -.

treating repeated block problems. These typically arise when analyzing robustness

with respect to variations in scalar parameters occurring in several places within a
system. This leads naturally to problems where the block-diagonal perturbations are "Ve

made of either nonrepeated matrix blocks or repeated scalars. In this case the set x

takes the special form:

X - {diag (X, I, I s . h I 2f .I. k I, al.,a a

Suppose now we let
D - (diag (DI, D Dn . d 1 . d21. *so dn 1)} (5.6) * '

where the structure of D matches.X and the D. are full block matrices and the di are

: real scalars. Then an upper bound for IL with this structure is again " ,.'-"4

(M) I inf a (D1I -I  . '-''--

The use of full block Dios improves the bound and a simple argument shows that the

problem is still convex. Of course, the scaling could be extended to handle repeated

. nonscalar blocks, but these have not yet been found to be applicable to system

* problems.

Numerical software for computing 1L has been developed using algorithms based on

these results. In addition to using this software to analyze some simple feedback

designs, test runs have been made on a large number of psuedo-random matrices. It

appears that the global maximum in A is often easily found, although a simple gradient

search is inadequate. Also, the bound obtained in B appears to be quite good (to

within 15%) for cases of more than 3 blocks. These observations are most encouraging.

especially considering the experimental and preliminary nature of the software.

There are essentially two direct applications of singular values to the BDBP pro-

.~ blem. which provide bounds for 4:

1) Ignore the block-diagonal structure and compute 0(M). This gives an

upper bound for U.

2) Treat each perturbation one at a time. Compute the largest maximum sin-

gular value for each of the corresponding diagonal blocks. This gives a

lower bound for U. ,. -

4,,.
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The gap between these two bounds may be arbitrarily large.

5.2 Robustness Analysis: The Small u, Theorem

The preceding discussion of u and the BDBP problem has dealt with determining the

size of the minimum structured perturbation A that causes I + MA to be nonsin- gular.

N •We are interested in using the structured singular value to answer robustness.

sensitivity, and performance questions for multivariable feedback systems. The con-

nection between U and these essential feedback properties is provided by the Small IL

, Theorem, which characterizes the stability robustness properties of a feedback system

with respect to block-diagonal perturbations. In order to state the Small U Theorem '

we need the following additional definitions depending on K:

X I {AcH I Aj(j)cVc.) (5.7)r CO

Thus X is the set of all H transfer functions which are block-diagonal with ther
structure defined by K. Let BXr = BH. Xr* . .

Now, consider the system in Figure 3-1 and equation (3.1) with AcBX . This is
r

Case 4 of Table 3-1. Define stability in this case to be equivalent to I-P11 a,

nonsingular in the closed right-half-plane. This is stronger than bounded-input-

bounded-output stability, but the following theorems apply equally well to either . .

notion of stability. Although i is not a norm, abuse rotation and let

IMI - sup L (M(jw))

Theorem 5.1 (Small IL): The system in (3.1) is stable for all AcBXr iff

lip 1 IL < 1(5 8

Proof: To prove the if part, suppose Ic 1 and let AcBXr, then using proper- ties 3

and 11 and the definition of X

sup p(P 1 1 
A ) . sup p(Pllt) _ sup i(P 1

Res>O s= s. .... "

Thus I + Pl A is nonsingular for all Res 0. Since ,A was arbitrary, the canonical

system is stable for all AcBX1 .

Conversely, suppose (P 1) 1 > 1 ((omay be ). Then AtBXr such that ... ,*.

0

det(I + P11f
A ) I = 0. Thus. JftcBX ,, det(I + M) = 0 and the canonical

system is not stable for all AcBX r- 0

This theorem guarantees that if m(Pl) is less than I at every frequency, then

the system is stable for all structured perturbations WeX. Conversely, if m(P11 )

is greater than or equal to 1 at some frequency, then there exists a structured per-

turbation WeBXr that results in instability.

5.3 Performance Implications

As noted in Section 4. the Small m Theorem can also guarantee a pre-specified per-

formance level by including a performance block in the BDBP problem. Furthermore.

this performance level is guaranteed for all structured perturbations WeX. These

claims are made precise by a corollary to the Small IL Theorem that treats performance.

Consider the system in Figure 3-2 and equation (3.1) with AcBXr Suppose a per-

formance specification is given as

Hell 2  1 for all hull _ 1 and all AcBX

1.2 ,.-.-,.r



From (2.18) this is equivalent to requiring that

.sUp P P A(I-P A)
1
P 

® 
< 1 (5.9)'

AeBX 22 21 11 P12 (~94 r

This is Case 5 of Table 3-1.

Define 0 0

F 11  12 -PI

P P2

L21 221

KT = (m1 .m2 . 909m1n.l.ki.k2 .o .kn.p)

XT = (A = diag (Al.A2 )AICXr . A
c RH pxp

BXT = XTjBH

where p is the dimension of P22' For the remainder of this section, let u be defined

in terms of K Then the following theorem gives the relationship between robust

performance and the SSV.

Theorem 5.2 (Robust Performance)

The performance requirement (5.9) is satisfied

iff IlPll < 1 ' -

Proof: Repeated application of the Small IL Theorem yields

IL(P(j )) ! 1 V Q-

iff det(I-PA) > k VRes > 0 V AE XT

iff det(I-P1 lA I) det(I-(P2 2 +P 1 2 A(I-Pllal) -P 2 1 ) 2) > 0 -'6

4 Res > 0 VAIrBX A2BHpxp

iff a (P2 2 P2 1A(I-P1 1 A) P12  < 1 WRes > 0 VACBXr

ff 6cEp lip 2 A I-P A ) P im < 1
sup l22+P12 11 1 21 w i

r

We note that this theorem extends the Small IL Theorem's robust stability results

.' to a composite, simultaneous result on robust stability and performance. Thus, given .

an uncertain plant model with structured perturbations and a performance specification. -

we have a necessary and sufficient condition in terms of IL for satisfaction of the

performance spec in the face of the uncertainty. If the condition I 1 is met, then

the desired performance is achieved for all perturbed plants. If IL 2 1. then there .-- "-

'%. exists a structured perturbation which causes the performance spec to be violated

The robust performance condition may be thought of as arising from an equivalent

"fictitious uncertainty." although this interpretation is not necessary. -S 0

6. CONCLUDING COMWENTS

This paper outlined an analysis technique based on the Structured Singular Value U.

for linear feedback systems that provide a reliable, nonconservative measure of

performance in the face of structured uncertainty. The Small U Theorem gives a e ..
necessary and sufficient condition in terms of IL for stability of a linear system with

multiple, simultaneous, norm-bounded perturbations of fixed but arbitr3ry struc-

ture. The Robust Performance Theorem provides a similar condition for the satisfac- " " "

tion of performance specifications in the presence of structured perturbations. These

results have great potential for application to Large Space Structure Control Pro-
blems. Further research is in progress to realize this potential. ,

aN
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INPUT PERTURBATION REQUIREMENT TEST METHOD

1 WHITE NOISE -1= 0 COVARIANCE 1 WIENER- HOFF-
UNIT CO VARIANCE 1 P22 2 1 KALMAN (LOG)

2 u[2 1 -1=0 2 <1 P22  K 1 L, /H,

3 . <1BIBO STABLE P I I I

.1<1, 9180 STABLE P 1 p 1
4 -

diag (.111 A12... an) ________

5 II (STRUCTURED Ijej[ 2 1I1,<

UNCERTAINTY)

TABLE 3-1. ANALYSIS SUMMARY S

e COMMANDS: POINTING, TRACKING, SHAPE CONTROLFiue3l. Aa ssMdl

* DISTURBANCES AND NOISES:

*- AERODYNAMIC - SENSOR NOISE
* '- GRAVITY GRADIENT - SOLAR

- THERMAL - EARTH MAGNETIC p
- REACTION WHEEL/CONTROL. MOMENT - REACTION JET LEAKAGES

GYRO IMBALANCES AND NOISE Nominal
* PERTURBATIONS: in uts Mdl rror

-ACTUATOR/SENSOR UNCERTAINTY:

HIGH FREQUENCY DYNAMICSLi
RESIDUAL JET IMBALANCES

-UNMODELLED STRUCTURAL DYNAMICS Figure 3-la. General Model _

-STRUCTURAL UNCERTAINTY~. MASS, STIFFNESS, DAMPING S
-STRUCTURAL CHANGES

TABLE 3-2. LSS UNCERTAINTY
Figure 3-1c. Synthesis Model

DISTURBANCES AND NOISES

IACTUATORS STRUCTURE

ERROR -

* S

* 437 ~ ~CMM ANDOS-S6

F, 0 0]

A~o A o
COMMANOS 0 0 A

OISTURBANCESNOMINAL ERODIST:R ANCESMODELERO
NOISES J

Figure 3-2. LSS Uncertainty Model



LOCATION Oi CONDITIONS IMPOSED) ON R I PFSI[NITI I T j 1
NOM INAL L E BAC K tLOOP SHAPE S UNCERIA I N1Y

+[ GKI O)-U~1 itPUt (sensor) e 7r r
-ne(Ilected Hl dynarni - :
-changing umhers (if trhp, :2ro

[R KG)I KG)- L 1]1I input (actuator) errors n fe .1"'
-neglected [if dynamics i
-changing numbers of rhp zeros

-[R K( I + GK) L ] additive plant errors - inpuitre'ov S
-uncertain rhp zero,, 'Put -ocyI-

IR( + GK) L I 1 LF plant parameter errors - output sensi-
-changing numbers of rhp poles -output error,,

G6 (I + G rnyands and 'I1 1 !1"

[R (I + KG)- L1  1 - LF plant parameter errors -input sensoitvi'
- changing numbers of rhp poles- input errors, tn rniot

6.I-G G(1 + A) conmnands and .t uirhasi*>

4R G < -LF plant parameter errors -output error', to int'lt
,[-I+GK uncertain rhp poles commnands and distiurhbineo

jjj ~ jjG' = (G- 1 +

TABLE 4-1. REPRESENTATIVE ROBUSTNESS/PERFORMANCE CONDITIONS

4...... 
..

A =diag(Al, 42 .  M

Figure 4-1. Feedback Loop as a BDBP Problem Figure 4-2. Feedback Loop with Two Uncertainties
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ATTITUDE CONTROL OF LARGE FLEXIBLE SPACECRAFT

Lby
Dornier System
Postfach 1360

7990 Friedrichshafen 1
Germany

SUMMARY

This paper presents some results found during the investigation of control problems

of large flexible spacecraft . A triple plate configuration of such a spacecraft is
defined and studied. The model is defined by modal data derived from finite element
modelling. The order reduction methods applied are briefly described and results of order
reduction are presented. An attitude control concept with low and high authority control
has been used to design an attitude controller for the reduced model. The stability and
response of the original system together with the reduced controller is analysed.

1. INTRODUCTION

For spacecraft built up to now attitude control systems and technologies have been
developed, which establish conventional basics for the development of future spacecraft.
Conventional spacecraft could be conceived as rigid body or as rigid body with flexible
appendages. The space transportation system, together with Rendevous & Docking, makes
it possible to think of large, more complex platforms/antennas or orbital carriers. The
increase in size involves a higher level of mechanical flexibility than in conventional
spacecraft. For the achievement of the objectives of demanding future missions the - .- -
problem of spacecraft structure and control interaction has a very high significance.
The increase in size and flexibility is often combined with higher requirements for
shape and attitude control. Characteristics of large flexible spacecraft with relevance
for the control problem are e.g.

- Distributed parameter systems with theoretically infinite dimension and high
dimension in practical approximations

- Relatively uncertain design models because of limited on-earth testing

- Many low resonant frequencies and very light, poorly known damping

- stringent accuracy requirements which require a control system bandwidth close
to or above the lowest structural frequencies. '0

The control design for large flexible spacecraft therefore has to cope with high order
systems with a variety of sensors and actuators, uncertain control plant parameters and

-I' hardware limitations, such as control device design and small on board computers. The
V* attitude control designer also has to consider the extreme relation to structural

mechanics. This paper concentrates on theoretical aspects of the attitude control pro-
blem of large flexible spacecraft. It reports on baseline investigations for the test
and comparison of design approaches and techniques. S ,

2. STUDY APPROACH

The objectives of the study carried out are the investigation of control problems
"o.- of large flexible spacecraft and the identification of basic problems that will be stu-
-. died experimentally. The first steps have been the analysis and definition of require-

ments for the attitude control design and the dynamics model set up. Then order reduc-
tion methods have been applied to test the reduction methods and to achieve reduced - -
order models. The next step is the controller design itself, but it is clear that order ".. -
reduction and controller design have to be seen as elements of an iteration loop, in
order to come to a final reduced order controller. The design is finished by a perfor-
mance evaluation and critical assessment of the designed systems and the design methods
applied. The identification of basic problems leads to the definition of an appropriate
test set up and test program to study those problems experimentally. Fig. 2-1 shows the

~ study tak flow in phase 1. The study is still under work. This paper presents results -.
found up to the major part of the controller design task.

*i.

"This work has in main parts been done under ESA contract 5310::2-:::'°" :':
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J'"'" 3. DISTRIBUTED FLEXIBILITY 
MODEL 

''-

aP u n rhThree models were used as reference spacecraft in the studies The models do no
represent real or planned spacecraft, but they are representative for the characteristics
dwhich play a role in the design of attitude control systems for future large spacecraft.

The simplest model is a free beam. The second model has been proposed in the literature
as a generic model It is a flat plate with a rigid centre body and has been developed
e fat Purdue University. The third model is constructed of three coupled plates with the".%'"goal to have a spacecraft 

with nonhomogeneous 
flexibility. This three 

plate model pro-

ved to be the most 
interesting model, 

giving the most design 
problems. we will 

there- , ... ,;

. . fore concentrate on 
this model. The model consists 

of a central plate, 
having higher 

, -. - i

i'.'i stiffness and mass density, 
which is coupled to 

two indentical plates 
with lower 

"

..-. eigenfrequencies. The 
modal data of this triple 

plate configuration 
has been devived 

-'°.....

from a finite element model. The physical size is 100 m by 150 m. Each of the three
plates has a width of 50 n.

The thickness of the inner plate is set to 2 m, wheras the outer plates are 1 n
2 2

thick. The elasticity modules is 2. E5 N/m for the outer plates and 7. E5 N/m for the

centre plate. The mass density is 2 kg/m 3 . These values are quite arbitrary. They have
been selected in order to get densly packed frequencies starting at about 0.02 Hz.
From the 40 element model with 171 degrees of freedom the following 20 lowest eigenfre-
quencies were found:

Mode Omega [rad/si Frequency [Hz]

1 0 0
2 0 0
3 0 0
4 0.139 0.022
5 0.146 0.023
6 0.269 0.043
7 0.281 0.045
8 0.292 0.047
9 0.311 0.050
10 0.483 0.077
11 0.628 0.100
12 0.668 0.106
13 0.763 0.121e.
14 0.793 0.126
15 0.972 0.155
16 1.001 0.159 .... *
17 1.173 0.187
18 1 .243 0.198
19 1 .259 0.200
20 1 .459 0.232

TABLE 3-1: LIGENFREQUENCIES OF ThE DISTRIBUTED FLEXIBILITY MODLI,

Plots of those nine modes which were identified as dominant are presented in Fiq.
3-1 to 3-3. Input/Output transfer functions of the model are evaluated directly from
the eigenvalue and eigenvector solutions of the free-free structure as shown below in . -

(1) to (3), see ref. 1.
- N-. <
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y(k) = E T (k j)u(j)+ETdist (k,l)dist(l) (1)u ' iQSt
J 1

with j 1 .... NB
1 = 1, NDIST

k 1 .... NC

CD. (k)s+CPi (k) S •
T u(k,j) A 2B (J) (2)

u~~ 2 2 B()(2s'' -- i W +Z ii+ W i . .

CD i (k)s+CPi (k)
Td (k'l) A 1 DISTi(1) (3)
dist~kl ~ 2 2 1i s2+2 i~i+i +W ""

with i = 1 .... NMR

where y: measurement vector
u: control vector

dist: disturbance vector
NMR: number of retained modes
"i modal damping

f i modal frequency (wi=2rfi) .

CPi(k) is defined by:

CPi(k) A dsi(k); k=1 .... NC,i=1 .... NMR

M. (4)

ds1 (k) is the i'th mode's displacement at sensor station k; M. is the i'th mode's
generalized mass.

SBi (j) and DISTi (1) are defined by

B.(j) a da.(j) j=1,....NB; (5).
1 1 i=1,...NMR;

- .':--':\
DIST.(l) A da.(l) 1=1,...NDIST; (6)

where da i(j), dai(1) are the i'th mode's displacements at actuator station j and

disturbance station 1 respectively.V.-. The CD (k) terms in (2) and (3) are used for rate type sensors and are defined as in

* . (4) if rate sensor signals are to be modelled.

Equation (2) and (3) may be written in modal form by defining proportional and-3 -
derivative modal gains:

CPUi(k,j) A CPi(k).Bi(j) (7)
1 .- % % "

CDUi(k,j ) A CDi(k).Bi(j) (8)

CPDIST i (k,l) A CP (k).DIST.i (l) (9) , ,

CDDISTi(k,l) A CD i (k).DISTi (l) (10) .

giving:

CDU. (kj)s+CPU.(k,j). .
T (k,j) = E 1 1 (11)

i s +2; i is+Wi

CDDIST. (k,l)s+CPDIST. (k,l)
Tdist (k,l) = 2 2

i s +2 is+w i  (12)

The transfer function (1) with T and T expressed as in (11) and (12) consists%..., Te ranfe fncton(I)wih u  Tdist ......

of parallel second order terms with resonant frequencies according to the eigenfrequen-
cies and weight factors according to the modal gains. The transfer function can be - ,
expressed in state space form by decoupled second order state space formes for each mode.

o. Hence the system matrix consists of a band of 2 by 2 matrices along their diagonal.

So far each node of the structural model can be defined as input or output station. A
S., For the use of the model in the studies different sensor/actuator stations have been

defined. The following configuration proved i . be most reasonable:K%
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. Rotation sensor X,y at the centre node

Translation sensors z and force actuators z at the edges of the outer plates

The centre node is considered as a reference for attitude control.

4. ORDER REDUCTION 0 0

The idea of order reduction is to try to approximate a system of high order by a
lower order system in order to ease the simulation, analysis and controller design. The .

design based on a reduced order system may also be less costly and reduces the controller
order, which may be important for tfe implementation in the control computer aboard a ..
spacecraft. The methods for order reduction of state representations may be classified ..-

into four groups:

- minimization of output error

- minimization of equation error

- modal reduction

- singular perturbation.

The finite element model itself is already a reduced model and the original system '
order is determined by the number of eigensolutions computed from the FEM. In our case
the original order is 40. The mathematical methods of order reduction are then applied
to this 40th order system. Since our model is based on modal data it appears reasonable
to use modal methods for order reduction.

4.1 Modal Gain Considerations

In section 3 the transfer function of the model has been expressed in form of paral- .-
lel second order oscillators. Each oscillator represents the contribution of a mode to
the input/output transfer function. The weight is represented by the modal gains (7) to
(10). From this consideration it is possible to select those modes which contribute most
to the transfer function as dominant and keep them in a reduced order model. Modes which
contribute little are neglected. This approach has been used for a reduced model of the
Spacelab Instrument Pointing System / ref. 1I.
In simulation models for disturbance response analysis the modal gains in (11) and (12)
should be considered, but for control studies only the modal gains from control input .
to output are relevant.

4.2 Litz' Modal Approach

Modal approaches to order reduction require a transformation of the original system

to the Jordan canonical form and take only the dominant eigenvalues of the original model
into a reduced model. Methods have been developed since the mid sixties. The techniques 

%

of E.J. Davison, S.A. Marshall and M.R. Chidambara in their original versions have some
shortcomings, which have been avoided by a newer technique of L. Litz (ref. 2). In
reference 3 a unified derivation and critical review of modal approaches has been given.
Litz' technique is shown to be both highly accurate and powerful. Therefore this techni-
que has been selected for application to the flexible spacecraft model. Litz' method
links modal techniques to least square reduction techniques. It gives an explicit formu-
lation for the reduced model and is optimal in the sense that it minimizes the weighted
integral of the square of the deviations between the original and the reduced model.

The original states are sorted such as to have the relevant states in a subvector S

[Xi A [1j+ (13)

The relevant states may be identified by their physical meaning or it may be the
states which contribute to the output vector:

y = IC 0] x (14)

The reduced model is an approximation of the substates x

x = AR x1 + BR u. (15)

As for all modal methods the original system (13) is transformed by:

x = V• z =z (16)

to Jordan canonical form - -."



z. B 0I
q. KJ+[ u (17)

where B V 1 B

~BJ

Now again the transformed state vector is reordered such that z1 represents the

dominant part, found by certain dominance measures. The structure of the oriqinal model
is shown in Fig. 4-1.

4l V
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--------------------------- --------------------------------

givingM+ z V1  V1 2 2)=M(9
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FIG. 42: SRUCUEDORIA MODELT



The matrix E is determined such that the following performance index is minimized:

r 22qi / i (t) / dt

1=1 0
with c i (t) z z2i (t) - z 2i (t) •

r number of inputs

The index i indicates that only the i-th input is excited by a unity step. The weight
factors qi allow different weighting of the system inputs.

The optimization problem can be solved explicitly for

E = E (B, A , q ... r
)

The solution also guarantees stationary accuracy by

Ei (t 0 ) =O for i= 1,r.

Litz has also proposed a method of generating a dominancy measure. This measure does not
only take into account the stability of the eigenvalue, i.e. its distance to the imaginary * .
axis, but in addition its controllability and observability characteristics. To keep the
presentation clear a single input single output system with single eigenvalues X" "

- X .n is considered. The state space description in Jordan canonical form is

z =A z+b u

y C Z

The vector elements b i and c.i determine the controllability and observability of the
system.

For bt = 0 the eigenmotion z. is not controllable with u, and for c. 0 it is not obser-vable rom y. The unity 0 can be expressed as

n bk ck .ktO
y = Z (e -1), t > o.

k=1 k

From this

Ibk ckjk IKI 

can be taken as a measure of the influence of eigenvalue Xk on the dynamic behavior of

the system. The definition of the equivalent measure for multiple input multiple output
systems is easy, considering each signal path from input u. to output yj:qi~k: b * c k

If this qijk is related to the stationary value yis, the dimensionless value

r ikj = .-(
(Yij-I"

gives a measure how the response Yij (t) is influenced by the eigenvalue Xk . As a first

criterion it can be stated that eigenvalues with small rijk are not dominant within the

path (i,j). However also eigenvalues with high rijk can be not dominant, if dynamic

Compensation occurs. The compensation can be seen from small values of the amplitude
/Gij (j/Ak/)/. Therefore the measure rijk is multiplied by

Aij (k = /Gi. (j/Xk/)/ i '[[.[.[
A) (k)

ijik

The weighted dominancy measure becomes

rik = risk Aij (Xk). *..-.-

A dominance measure, which also reflects that the output is influenced differently from
the inputs, which may also have different amplitudes, can be defined either by



ijk = rijk Nij

or d r N..
ijk ijk

with /yi Uimax/ "
N.. =
1] max(y..u 7

(/YijUimax/)i=1 , -" ' " '

The evaluation of the dominance with respect to the overall system can be done by either
the maximum or the sum of all measures d ijk which belong to the eigenvalue Xk'

M = max d
k ijk

(ij)
M k  = m a x d . ' " . -

Sk d ik
(i,j)

k Z dijk
i,kj

In reference 2 Litz formulates two criteria:

1) The eigenvalues k with the highest measures Mk, Sk are dominant with respect to

controllability / observability.

2) The eigenvalues X k with the highest measures Mk, Sk are dominant with respect to

the transfer behavior.

For reduced models to be utilized for the design of reduced controllers the eigenvalues
should be selected according to criterion 1.

4.3 Results of Order Reduction

a) Determination of Dominant Eigenvalues

From the modal gains the following dominancy classification has been derived:

Rank Flex. Mode No. Wk [rad/sl Modal Gain/2 .-- .--

1 1 0.139 1.8865 E-2 ..
2 2 0.146 8.5103 E-3
3 3 0.269 5.3749 E-3
4 6 0.311 5.3658 E-3
5 4 0.281 3.2024 E-3, ...

6 5 0.292 3.1510 E-3
7 7 0.483 2.8903 E-3
8 10 0.763 1.4389 E-3 e

9 9 0.668 1.4123 E-3
10 11 0.793 1.2404 E-3 O 4O
11 13 0.972 9.9164 E-4
12 15 1 .243 8.9368 E-4
13 16 1 .259 7.5801 E-4
14 8 0.628 6.2639 E-4
15 12 0.972 5.7491 E-4
16 14 1.173 3.75583E-4
17 17 1.459 1.4874 E-4 O

TABLE 4-1: DOMINANCY ORDER DERIVED BY MODAL GAIN CONSIDERATION

a. The question now is how much modes shall be retained. From Table 4-1 it can be seen that " "
the measure decays rapidly from the highest value down to about the 8th or 9th. If more .
modes would be taken into the reduced model then it becomes more difficult to separate
dominant from nondominant modes, because the measure is very close for all modes. There- O O
fore it seems reasonable to retain the first 9 Modes of Table 4-I.

The results of the dominancy analysis using Litz' technique are presented in Table 4-2.

It gives the dominancy measures Mk, Sk with respect to controllability/observability and.' -. -.

% Mk  Sk with respect to the transfer behavior. As for the modal gain the measures decay ...

rapidly for the most dominant nine modes. This seems to be a rational to take nine
elastic modes into the reduced model. The ranking of modes is different for all dominancy
measures, but the nine dominant modes are the same for the modal gain method, for Sk and , ,

Sk. Table 4-3 compares the ranking of the retained modes. Reduced models with less than 9

modes were not satisfying in response analysis and during the design of active vibration eo'
damping.
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No. Eigenvalues Contr./Obser. I/O Transfer

Dominancy Dominancy

REAL IMAG MAXIMUM SUM MAXIMUM SUM
1 -0.0007 0.1386 0.0163 0.5193 4.3135 72.9620

2 -0.0007 -0.1386 0.0163 0.5193 4.3135 72.9620
3 -0.0007 0.1462 0.0078 0.3539 3.3939 43.1744
4 -0.0007 -0.1462 0.0078 0.3539 3.3939 43.1744
5 -0.0013 0.2688 0.0431 0.6362 8.0551 100.0000

6 -0.0013 -0.2688 0.0431 0.6362 8.0551 100.0000
7 -0.0014 0.2811 0.0290 0.2554 10.5785 75.4626
8 -0.0014 -0.2811 0.0290 0.2554 10.5785 75.4626
9 -0.0015 0.2922 0.0044 0.1932 2.4384 20.2673

10 -0.0015 -0.2922 0.0044 0.1932 2.4384 20.2673
11 -0.0016 0.3110 0.0531 0.3124 7.0587 31.8490
12 -0.0016 -0.3110 0.0531 0.3124 7.0587 31.8490
13 -0.0024 0.4830 0.0058 0.1509 8.7702 51.9795
14 -0.0024 -0.4830 0.0058 0.1509 8.7702 51.9795
15 -0.0031 0.6279 0.0054 0.0691 0.4246 3.1283
16 -0.0031 -0.6279 0.0054 0.0691 0.4246 3.1283
17 -0.0033 0.6685 0.0028 0.1223 2.0986 13.9860
18 -0.0033 -0.6685 0.0028 0.1223 2.0986 13.9860 .
19 -0.0038 0.7630 0.0109 0.1713 2.1727 15.8973
20 -0.0038 -0.7630 0.0109 0.1713 2.1727 15.8973
21 -0.0040 0.7934 0.0011 0.0317 0.0189 0.3278
22 -0.0040 -0.7934 0.0011 0.0317 0.0189 0.3278
23 -0.0049 0.9716 0.0011 0.0206 0.3547 2.0379
24 -0.0049 -0.9716 0.0011 0.0206 0.3547 2.0379
25 -0.0050 1.0006 0.0057 0.0886 0.1431 1.7979 ,
26 -0.0050 -1.0006 0.0057 0.0886 0.1431 1.7979
27 -0.0059 1.1733 0.0042 0.0452 0.1497 1.2123
28 -0.0059 -1.1733 0.0042 0.0452 0.1497 1.2123
29 -0.0062 1.2432 0.0018 0.0291 0.7894 4.7212
30 -0.0062 -1.2432 0.0018 0.0291 0.7894 4.7212 " - .-. -

31 -0.0063 1.2589 0.0015 0.0377 0.5670 3.4694 """ ""
32 -0.0063 -1.2589 0.0015 0.0377 0.5670 3.4694 ,-.
33 -0.0073 1.4587 0.0002 0.0088 0.0049 0.0412"34 -0.0073 -1.4587 0.0002 0.0088 0.0049 0.0412

Normalization: 1251 .78

TABLE 4-2: RESULTS OF DOMINANCY ANALYSIS BY LITZ' MET1UOD

Dominancy Measure

Rank S Sk Modal Gain
• .- . . 4,. ,

1 3 3
2 4 1 2 %
3 1 2 3
4 7 6 6
5 2 4 4
6 6 5 5
7 5 10 7
8 10 7 10
9 9 9 9

TABLE 4-3: RANKING OF ELASTIC MODES BY THREE DOMINANCY MEASURES

b) Reduced Models

The reduced model derived from the modal gain method is achieved by simply neglecting
the terms for the neglected modes in the transfer function (1). The same reduced model, O .
caused by the model structure, is found applying Litz' technique without optimization.
The approximation of the response to unity step forces at all force actuators of the
original model is shown in Fig. 4-3 and 4-4, Only elastic modes are contained. The
final reduced model has to be augmented by the rigid body modes, which have to be re-
tained in any case and which are therefore not considered in the dominancy analysis.

4 - .



S ""

. - 4 -"

A, -- " "

0.0 0.5 1.0 1.s 2.0 2. 5 3.0 3.5 4.0 -E I T(S)

FIG. 4-3: RATE AT INNER EDGE OF OUTER PLATE

"~~'-0 " .i .

Cu,

FIG.~~~~ 4-4 RAETOUE EG

4Ini

0.0 ".0o • " 51 "

FIG. -4: RATE ATEEDE OUTER "-"-"'- *" "'

'I'

Unfortunately the generation of an optimally reduced model by Litz technique was not. .

,. successfull. In order to achieve the presumed system description (13) and (14) the . %*

original model has been transformed such that the output vector becomes part the state %
.. vctcr, i.e. C 1in (14) becomes a unity matrix. The problem arose then from the trans- %

formed original system. First the resulting Jordan canonical form was too inacurate
for numerical reasons, such that the reduced models derived from the canonical form had
wong, partially unstable, eigenvalues. This could be solved by application of a better
transformation scheme, however the computation of the optimal matrix E for reconstruc-

., tion of the neglected state variables failed.

.. The dominancy measures of Litz proved to be a good tool for the selection of eigenvalues
Sto be retained, but the flexible spacecraft model could not be reduced optimally in the

N sense of Litz. Since the algorithm has given good results in many cases, the flexible
spacecraft model seems to be a really critical system for Litz' technique.

-.

4.. - ,*..
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5. REQUIREMENTS FOR CONTROLLER DESIGN

In a theoretical study on control design techniques it is difficult to define re-
quirements which are design drivers. In practical design cases mainly the performance
requirements disturbances and realization constraints determine the basis on which a
control system is designed and verified. An accuracy requirement can often also be
formulated as a control system bandwidth requirement. In the context of elastic modes
of the plant model the design bandwidth is an important factor. Problems can be expec-
ted if the control bandwidth is close to the structural eigenfrequencies, or if even
eigenfrequencies of the plant fall within the control bandwidth. To analyse these
problems a control system bandwidth in the range of the lowest structural eigenfrequen-
cies has been set as a design requirement for the attitude control. The controller
complexity is another critical area with respect to implementation on flight computers,
number of sensors/actuators and so on. As a general requirement the controller complexity
should be kept to a minimum and a controller aImplementation with microprocessor based
electronics should be possible.

6. CONTROLLER DESIGN

Based on the experience that control problems with elastic modes are largely reduced
with increased damping and based on results in other studies, the controller is separated
in two tasks:

- Low Authority Control (LAC) fcr vibration damping ' @
- High Authority Control (HAC) for attitude control.

The LAC is designed to increase modal damping by velocity feedback. As a design goal the
modal damping should be at least 5% due to the LAC. The LAC design has been done by
Dr. G. Schulz at DFVLR. It is based on a dissipation energy minimization approach, The
LAC gains L for local feedback of the velocities at the edges of the outer plates have
been derived using the original model. The design goal of 5% damping of each mode has ,- *..,O
been reached.
The HAC design is done for the reduced model with LAC:

Reduced model xN NN+BNu

Velocity measurements YL CLN xN

LAC uL -LYL

The control plant for the HAC design then becomes-- -

xN - (AN - BN L CLN) xN + BN uH

y =C XN N

The controller for this system consists of a state estimator and a linear feedback
control law

u -k xN.

The state estimator has the form

X N =(N-B N L CLN - G C N - E N k) x N + G y

XN () =O.

The estimator gains G are determined as stationary Kalman filter gains. The control gains ..

*k are determined as if the state x N would be present instead of x N The steady-state *

regulator approach is used with a quadratic performance index

SXN+ uH R uH) dt
0

The weighting matrix R is set to unity and the matrix Q is set as a diagonal matrix. The
elements of Q are chosen such as to achieve closed loop eiqenvalues of the rigid body
rotation above the first two flexible modes. No increase in dampinq of the flexible '--.
modes by HAC has been required. The setting of the Q matrix to achieve the desired '
eigenvalues is easily done with few iterations because the relation between eigenvalues
and states is known from the special model structure.

The observability and controllability conditions have to be observed in the design.
Finally the HAC and observer for the reduced system have to be coupled to the original -
model in order to evaluate stability when spillover from neglected modes is present.

In a first step the HAC has been designed without LAC. The original system is stable,
i.e. the neglected modes do not affect stability. This result confirms the proper
choice of dominant modes to be retained in the reduced model. The elastic modes however
are still lightly damped. Fig. 6-1 shows the rotation of the centre about x after I
degree initial attitude deviation. The slow oscillation is the bending mode 5. Fig. 6-2
shows the rotation of the centre about y after 0.65 degrees initial attitude deviation.
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7. CONCLUSION '

The triple plate spacecraft model proved to be a challenging reference plant for the
investigation of order reduction and controller design. The order reduction approach which
retains modes with high gains in the input/output transfer function resulted in a satis-
factory reduced model. Its application is straight-forward and integrated into the process
of generating state space forms out of the modal data from finite element models. The
modal reduction technique of Litz, which has been excellent in other applications, fails
because of numerical problems with the flexible spacecraft model. The dominance measures
of Litz however are well suited for the selection of eigenvalues to be retained in a

reduced model.
The control concept with low authority controller for vibration damping and high authority
controller for attitude control proved to be appropriate. For the triple plate model it

was possible to design also an attitude controller without additional vibration dampinq.
But the increase in modal damping in general eases the attitude controller design, reduces
the sensitivity to model uncertainties, and smoothes the system response and controller " 6'
action.
Since the reduced order controller was not affected by spillover, a further order reduc-
tion of the model with added vibration damping seems possible.
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LOW AUTHORITY CONTROL OF FLEXIBLE SPACECRAFT VIA NUMERICAL OPTIMIZATION

Gerd Schulz

DFVLR-Institut ffr Dynamik der Flugsysteme

Oberpfaffenhofen 0

D-8031 Wessling

F. R. Germany

0 Summary

For the design of low authority controllers for attitude control of flexible spacecraft
a new method based on numerical optimization is presented. Thereby a dominant criterion

/to be optimized is determined, and the design requirements are formulated as constraints.
jTwo different criteria are investigated: first a dissipation energy criterion is maximized

and second a control energy criterion is minimized. The method is applied for attitude
-controller design of two models, the "Draper Model No. I" and the "Purdue Model". The

first represents a flexible tetrahedral truss structure while the latter can be considered
as model of a solar power satellite. Damping requirements for these models are formulated ' O
as design objectives and the controllers are determined using the proposed method. The
achieved results show that due to the now existing efficient optimization software, con-
troller design via numerical optimization is an useful and flexible tool for system design.
This flexibility arises from the fact that arbitrary design criteria can be implemented.

1. Introduction 0 --

Future space missions like large communication platforms, orbital carriers, advanced
space processing facilities and solar power systems require large light weight structures.
Size and flexibility of these space structures will require new shape and attitude control
systems.

These large flexible spacecrafts are mainly two or three - dimensional truss structures.
For the determination of the dynamic behaviour of these structures finite element methods ..
have to be employed, to derive the eigenfrequencies and eigenmodes. A great number of these
structural modes are falling within the control system bandwidth. Therefore specific con-
trollers have to be developed to fulfil the attitude control requirements.

One controller design methodology is to increase the damping of the eigenmotion via out-
put feedback (low authority control) in order to ease the design of the specific attitude
controller (high authority control). The low authority controller design is performed for
reduced order models of moderate dimension and shall guarantee an improved damping of the
complete model. The high authority controller design which may employ special mode can-
cellation techniques is based on reduced order models of small dimension to fulfil the
attitude control requirements.

Here the low authority controller design part is investigated in more detail. This low "''-'"2
.,,'. authority control design was first proposed by Aubrun [1] using perturbation techniques.

This method efficiently allows to improve the damping of the eigenmodes. If additional
S design goals as e.g. positioning of actuators and sensors, minimum gain, lower/upper

bounds of damping have to be fulfilled, numerical optimization can be applied sucessfully

A low authority controller design is presented which is based on nonlinearly constrained
,. numerical optimization. Thereby the design requirements are formulated as constraints of

the optimization. A dominant optimization criterion has to be determined, which supports
'. * the cptimization routine to fulfil the design requirements. Two different criteria are
,O investigated in the following: first a dissipation energy criterion is maximized and O O

second a control energy criterion is minimized.

The investigations are performed for two typical models of flexible space structures. The
*\" first is a flexible truss structure known in the literature as "Draper Model No. 1" [3]
.. and the second is a flexible plate in orbit known as "Purdue Model" [4]. "-..., , .--.

2. Maximization of Dissipation Energy O. O.

Low authority controller design via maximization of the dissipation energy is demonstrated
for the "Draper Model No. I", presented in the following:

2.1 "Draper Model No. 1"

O ~ This model is a tetrahedral truss structure. Its design goal was to retain many of the
characteristics of a typical large space structure, and at the same time, keep the order
of the problem small (less than 20 modes). The resulting model shown in Fig. 2.1 meets
these design requirements.
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Figure 2.1 Tetrahedral finite-element model

The structure is similar to typical optical or radar systems. The truss structure is -

supported by three right-angled bipods. The bipod legs are pinned to ground, and all
other nodes are clamped. The individual truss members, including the bipods, have elastic
flexibility in their axial direction only, i.e. they cam undergo compression and elonga-
tion but no lateral bending. The four vertices of the tetrahedron each have three degress
of freedom, so that the entire model can be completely represented by 12 structural modes,
which are shown in appendix C.

The structural model is described in consistent, but unspecified units. The edges of the
(regular) tetrahedron are each 10 units long, and the bipod legs are each 2r2' units long.
(The "horizontal" base of the tetrahedron is therefore situated 2 units above ground,
i.e., above the x,y plane.) The top vertex is defined as LOS (line-of-sight), and the s
bipod legs are defined to act as "member dampers," i.e., active axial spring/dashpots,
each equipped with a rate and position sensor. The three bipods represent therefore 6
colocated actuator/sensor pairs, each pair being identified with a bipod leg. Sensor
measurements and actuator forces are thus confined to the axial elongation/compression

* motions and rates of the bipod legs.

The dynamic behaviour of the structure is described by the second order vector differen-
tial equation of the generalized coordinate vector _

Md,- . -S.=B f2

T
with M E M*E= diag [1]

D E TD*E = diag [2 W

S E T' S*E = diag [w] 2

B = -TB* (2.2)

and _- q, ..

Thereby M*, D* and * are the mass, damping and stiffness matrices of the structure and
B* is the input force distribution matrix for the input force f. These matrices are nor-

malized with the eigenvector matrix E from the finite element analysis 1) which also
yields the eigenfrequencies . . The structural damping E is assumed to be 0.005 (0.S%) --
for i = I1... 12.i1

Using only velocity measurements v in the bipod legs, the measurement equation is deter- . O.
mined as

V C _q (2.3)

* with

C =C* E.

Thereby C* is the matrix containing the direction cosines of the bipod legs.

With the above nomenclature, the motion x(t) of the vertices 1-4 of the tetrahedral truss
structure is given as dni

1) The data of the finite element analysis were delivered by .R. Strunce from the
Charles Stark Draper Laboratory, Cambridge, Mass., USA.
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x(t) E • (t) (2.4) .

with x containing the ordered x,y and z components of the vertices.

2.2 Controller Design based on Dissipation Energy Maximization 0O

e~Zign Requirement .

According to [3] the motion of the flexible truss structure specified by equations (2.1),
(2.3) and (2.4) has to be controlled such that the following design requirements are
met:

1) The physical model to be used in the controller design process consists of the first
eight modes of the model. The modes 9 to 12 are to be treated as unmodelled modes,
such that they cannot be used in any controller design process. However, they are to
be used in the full-order evaluation model. -

2) A minimum of 10 percent modal damping has to be assigned to the modes 1,2,4 and 5 and . .
a minimum of 0,5 percent to the remaining modes of the 12 mode model. If that is
achieved, the closed-loop response of the structure to certain initial conditions is
such that the x and y components of the top vertex have magnitudes less than 0.0004 and 0" O
0.00025 units of length, respectively, after 20 seconds.

For fulfilling these design requirements the controller can employ all 6 actuators/
sensors in the bipod legs or any reduced number of combinations of these actuators/
sensors.

The primary objective of this model 1) is to provide a well-defined, non-trivial dyna- ....
mical plant which serves as a common "test-bed" to illustrate, compare, and evaluate
various controller design.

Conttot£et Structut--.e,,...,.

A suitable low authority controller structure for vibration damping of the flexible tross " ,

structure is constant feedback of the velocities, measured in the bipod legs:

f -K v (2.5) 0 .

Using these velocity measurements together with force actuators the closed loop dynamic
equation of the structure is achieved by combining equation (2.1), (2.3) and (2.5):

Mq + [D+BKC] + S= 0 (2.6) .

For collocation (collocated actuators and sensors), the following equation is valid

B = cT

If in addition K is symmetric and positive definite, closed loop stability can be guar-
anted even for the unmodelled modes, as e.g. modes 9-12 of the truss structure. But ful-
fillment of the damping requirements is not included. Therefore a general feedback
matrix K is chosen for the design process.

For the determination of this feedback matrix K fulfilling all design requirements, the .
following numerical optimization is performed: -'

Vi66ipation Enetgy Maximization

The sum of kinetic and potential energy in a mechanical system at an initial time to is
given as,".,..--.-

W + V I TM+ o q (2.7-

Differentiating with respect to time yields the energy rate

I M T4+I T IS A (2.s)% •. .. °o

. . extracted from the system by damping agencies.

%*'
V;% ')In reference (3] in addition to a nominal model of the truss structure a modified

model is specified. The controller has to fulfill the design requirements for both O -
models.



19A 4

Reintegration leads to

WO =W= - f TD dt (2.9)
to 0 6

which is called dissipation energy of the system (5]. As D is the matrix of modal damp-
ing, WF represents the energy dissipated by internal velocity proportional friction. . - -
Because of the absence of other dissipation factors, WF is equal to the total initial

energy W
I0

Now introducing output feedback according to equation (2.5) adds a new velocity propor-
tional term BKC to equation 2.6. This additional term splits into a symmetric dissipative
part

- .+.(2. 10)°

D=c 2 [BKC + (BKC)T] (2.10)

and a skew symmetric matrix of conservative forces

Gc =Z [BKC - (BKC)T] (2.1.1) O
..-

The matrix Dc represents the damping induced by the velocity feedback and Gc describes

the gyroscopic effects of the feedback.

Analogue to equation (2.9), the integral

W - TDc A dt (2.12)c t
0

represents the energy which is dissipated by control action. The initial energy W0 of
the system now partially is dissipated by friction and control 0-- .

W F W (2.13) O

The gyroscopic matrix Gc thereby takes care of the "internal" energy transfer between .- .

different modes of the system, without changing the total energy of the system.

This dissipation energy Wc is used as the global optimization criterion, to determine
the feedback matrix K.

Max W (K) - K* (2.14)

K c

Additionally the damping requirements

El E2 1 E4 E5, 10 % (2.15) .-.-..

are formulated as constraints of the numerical optimization. ' ,

Thus the determination of the low authority controller is performed via numerical
optimization, implementing the design requirements as constraints. This constraints may,
besides damping, contain additional design requirements as shown in [12].

For this nonlinearly constrained optimization problem the recursive quadratic programming
method of Han and Powell [6-9] explained in appendix A, is used efficiently. The numeri-
cal determination of the dissipation energy Wc is shown in appendix B.

2.3. Design Results

The maximization of the dissipation energy is performed for the system with 8 modes, as
specified in the design requirements. For programming reasons additionally to the con-
straints of equation (2.15) 13  10% was formulated. As initial state for optimization

was chosen 4l(o), q2(o) 2.0; q4(o), q5(o) 0.2 and zero elsewhere. Thus, large damping

of modes 1, 2, 4 and S was expected.
The uncontrolled behaviour in the x, y plane of the line of sight (top vertex) after .-
a typical disturbance is shown in Fig. 2.2.:

"o S % . °-..

• ..
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* .. 0 -0.003 -0.001 0.00 0.001 0.002 0.03 0.00, 1-

Figure 2.2 Motion of the line of sight without
low authority control for 30s

Six actukato)L6 and 4,enou.

The optimization using all six actuators and sensors yields the following feedback gain.

14.68 -1.83 -13.58 -11.71 8.70 4.44

5.29 7.86 12.07 -13.67 -0.83 10.71

10.53 -7.81 17.00 2.91 -13.82 0.43
K= (2.16)

10.48 13.43 15.98 16.11 11.28 -15.99 *
-8.61 10.60 14.53 14.59 16.49 -13.98

-15.10 5.37 -15.99 9.55 4.76 16.14j

This gain is the first during the path of optimization which fulfills the design require-'

ments 1. With continuing optimization, dissipation energy is increased using larger gains.
As maximization of the dissipation energy is only a secondary means for changing the gains
such that the design requirements are met, optimization is stopped, as soon as this is
achieved.

S Fig. 2.3 shows the line of sight motion using this feedback gain.
The ~ igr 2optiminofthelietoionh using 6l i actuators and sensors ilstefloigfebc an '"'"'

This5.2 g.ai 1s.07 0.0 675 -0.801 0 .71 des'gn r e" f

*.sq-S . -2< ...
,:% :1 ~ - . 1 i . o z - 8 . :: .'-'--

1),: This gain fulhefilst alson the desig requpirmntior awmihffi trus struct uree-2] :' .

ment I) Wih cotiningoptiizaion disipaionenegy i inreaed uinglarer gins ,O ,'O



The next figures show the eigenvalue plots for the design model (Fig. 2.5) and the corn- -
plete evaluation model (Fig. 2.4) with all 12 modes.

- -7 -6 -5

Figure 2.4 Eigenvalues of the evaluation model
(o open loop; x closed loop)

10 -9 - -6 .-2

Figure 2.5 Eigenvalues of the design model
4, (a open loop; x closed loop)

Fout actuaLto&4 and 4enoL6

Without using the sensors and actuators in the bipod legs of vertex 2 the design require- S '
ments could not be fulfilled. This is due to the fact, that modes 9 to 12 should not be
considered in the design procedure. After 50 iterations the design conditions where al-
most met using very large feedback gains. However, this finally led to a decrease of the
achieved damping for the complete evaluation model (spillover effect). Thus an interme-
diAte solution was chosen which did not display large spillover effects.

Figures (2.6) to (2.8) present the achieved time behaviour and eigenvalue locations for* *
the feedback gain

43.64 -16.12 26.68 -0.63

30.83 31.40 31.12 -4.22
K = 8.03 -29.98 8.01 -37. 23 2V

el1.00 -36.47 6.36 -3.91

do -,

For*1,tr ad ~r '. .".".

Wihu sn h esr adataosi h iedlg fvre. h esg eur- .: O
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Figure 2.6 Eigenvalues of the eauin model *
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Figure 2.7 Moionvu of the efsignt model
(4 atopen loop clsedoop)

M-4

Lo athriy onrole dsin iamiimzaio o te onro eery s hon orth

FPru oe"xligued 2.8 tollng:h ieo sgtuig-
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3.1 "Purdue Model"

The model is a large two dimensional space vehicle which can be considered as a model
of a solar power station. It is similar to a 5 km x 12.5 km plate with a central rigid
body.

TY. r7 - .

1.

Figure 3.1 A large two-dimensional space vehicle

This plate was developed by Hablani [4) as a generic model of a large flexible space ..0, "O
structure for control concept evaluation. At the four corners of the plate and in the
center, x and y torquers are implemented. Collocated with these torquers are slope -.
and rate sensors of the deflection. The structure of the model equations is identical
to equations (2.1) and (2.3). The data of the relevant matrices are given in [4].
contrary to the Draper Model this one uses torquers T and angular velocity measurements

Md Di + Sq = T I *
0= C .~(3.1)

Ca

The evaluation model contains eleven modes. The modal pattern of the extended model is
displayed in appendix D. Structural damping of the open loop system is fixed to be 0.5%
for all modes.

3.2 Controller Design based on Control Energy Minimization

Design Requitement6 .

For the design of an attitude control system (high authority control) modal damping of
the plate has to be augmented using low authority control.

Based on a low order design model the modal damping of the structure shall be increased ,

from 0.5% to 5% using constant output feedback.

Modet Reduct on and Controtler Sttucture-

For development of the reduced order design model the model reduction technique of Lit:
[14] was applied. A reduced order model containing the flexible modes No. 5, 7, 8 and
11, according to appendix D, was considered adequate for controller design. The designed
controllers shall be evaluated using the evaluation model with eleveni modes. . .

As above, constant output feedback is chosen as controller structure

T = -K 3 1.2.

thus leading to the same closd loop equation as in section 2

" + =0, .- .%Mdj + (D + BKCJ Sj .q 0_33

Contro Ene ry Mnimizaton

The experience gained with the dissipation energy maximization showed, that th, large
feedback gains may deteriorate the system behaviour because of spillover effects.i.:- it
is the objective to fulfil the design requirements with small feedback gains. As a
means to achieve this objective, minimization of the control energy is chosen as perfor- .
mance criterion:

Min f Tr(t) (t) dt K* (3.4)
K to i
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Additionally the damping requirements are formulated as constraints

i5% for i 1, ... n (3.5)

In the former case of dissipation energy maximization the optimization criterion was
used as a means to change the gains such that the constraints are met. Augmenting the S
gains improved energy dissipation and required damping. The gradients of the criterion
;idoftheccnstraints in general had the same sign. In the case of control energy minimi-
zation the gradients of the criterion and of theconstraints have in general opposite signs.
Thus augmenting the gains d, jriorates the energy minimization but improves damping.

For performance of the optimization a modified version of the Han/Powell algorithm
[6-9] using least squares approximation for the one-dimensional minimum search from
Schittkowsky/Kraft U1S] was used.

The control energy as function to be minimized is determined using the Liapunov equation
in appendix B, but changing the matrix Dc * (KC)T . KC in the weighting matrix .

3.3. Design Results 1)

For control energy minimization on initial state vector resulting from positive respec-
tively negative torque impulses was chosen. Four different feedback strategies are
investigated as shown in the following. Thereby only the torquers T x, Ty, T T
and T T are used. x- y" x 3 ) Y3x4'y

Local Feedback,

The angular velocities measured in the lower left corner of the plate, i.e. X and Y ,. ,,-

are fed back to the torquers T and T only. The same was done for the central angular

*. velocities 0 and 0.They are fed back to the torquers, T and T only. For the upper

right corner it is vice versa. In this scheme the torquers use only information measured

at the same location (local feedback!). *":,
Optimization yield the following feedback gain:

0.08 -1.39 .

8 00.8 -0.36 ,

0.003 -1.627
K (3.6)

9.51 0.15

-0.04 -1.46
.%

L 0.79 0.711

Figures (3.2) and (3.3) show, that the design requirements are met for the design
and also for the evaluation model.

'.-.' --i -- <"-

-if....i. %- 5

20,1$ If,,It-2..-.., A 2 %I.0

Figure 3.2 Eigenvalues of the evaluation model (o open loop; x closed loop)

) .These results were derived in the frame of the ESA-Study on Investigation of the

Attitude Control of Large Flexible Spacecraft" under ESTEC Contract No.5310/82/NL/BI,
performed by DFVLR and Dornier-System.

~~~~"-'-"-S
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Figure 3. Igen xue of 3 eig oe
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* ~For this strategy the feedback gain matrix was restricted to be diagonal thus enforcing .--

the following feedback scheme: 3 ~T , T ; ~T

\ I X I X

3. -

No stable solution was found for this feedback strategy. This is explained by the fact,
that the dominating modes of the plates are the antimetric modes No. S and 7 see
appendix D).

C4 Fe-Ax k.t Feedback.

For this strategy the following feedback scheme is used: tx 1 T , T"
x 1 y 1  1

6 .T......Thus the measured angular velocities of the x-axes are locally fed back ro 4
x3  Y3

to the y-axes torquers and vice versa.

The following feedback matrix resulted:

0 -1.47

1.29 0 0

* K =(3.7)

0 -1.47

0 11.29 0

The achieved eigenvalue distribution (see Fig. 3.4, 3.5) is excellent. This confirms
that the dominant modes of the structure are the antimetric modes No. S and 7. A cross
axial feedback scheme using only six feedback gains is sufficient to provide the
required modal damping of Sb. '

X3 "* Ty 5  Thus thi Ie Ieasured anulS veO ieof the x-axesI III oIaI Ce Iak "--/

0 V- O -cl-0

o -. F K -'i" -. -- ;S

-= I o - .o 1-
- --.- .. 4]

\ 0 - 1 4

... 54)

thaite omian mde of th e i uctur ore th dnieri moesN. Ind7.Acrs .1axa*edbc cemIsn n spen feoopac gan is~c sufcenoopovdph ") . ''"
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Figure 3.5 Eigenvalues of the evaluation model
(o open loop, x closed loop)

Compeete Feedback

*-. Using the feedback gain matrix from local feedback as starting value the optimization
routine yield the following feedback gain for the complete feedback case:

0.016 -].()0 -0.004 0.22 -0.07 0.017

0.70 0.13 0.17 0.12 -0.07 -0.039 ~'
0.014 0.07 0.015 -1.65 0.01 0.045

K (3.8)V.= 0.085 -0.0121 0.51 0.01 -0.003 0.06(38
-0.048 -0.031 0.0005 0.01 -0.04 -1.43
-0.083 -0.018 0.041 0.01 0.65 0.44

The eigenvalue locations Figs. (3.b) and (3.7) differ only slightly from those of
local feedback, because the gains are not much different either.

%1

Fiur 3. -ievle oftedsg oe
(o_ opnloxclsdlo,

%N

F:igure 3.- Lgenvalues o f the evalutio model
(a open loop, x closed loop)I
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4. Critical Assessment of the Des ig .lethods

[n the two proceeding chapters low authorit control rzioz i, aeLa: t IY -.. .designed using numerical optimi zation methods. ]he gi J v c , i ie.u ] elit

fulfilled using different optimization criteria: first disi t ion .r4; tI,1 ! V.i k 1
and second control energy was minimized. In both c as 0s diipin g rLqu J C11 t : I ( I
lated as constraints.

As a result of dissipation energy maximi.zationl it could be on tiat t , -1 I ti 10

finally led to large feedback gains. Thus the probability of unwantej Io'lr 1it

or even spillover instability increased.

However, minimi zing the col trol energy, keeps feedback ga iis smi 1 I I hus the pi [Lab it
of spil lover effects is reduced considerably, although it s occ 'Lrrence c ainot bv ao idedi 0.
completely.

Due to thre highly efficient optimization routines u-sid, the coOmlpltit loll effor01t rcmald 11

reasonable. Computation time for one optimization for a System with e.g. 4 modes,-
inequality constraints and lo gain elements to be optimized is about 15 se CPU-timt oil
an IBM main frame system. Thereby about 18 iteration steps With 300 function calls are
performed. The computation time is used mainly for determination of the functional value.
This is done for the above example by solving in 8-th crder Liapunov equation (see appe-
dix B).

Even for the Draper model with 8 modes, 10 inequality constraints and 30 gain elements
to be optimized, a solution was found after about 20 sec CPU-time.

The advantage of low authority controller design by numerical optimization is its great
variability for system design. Design requirements may not only be the damping require-
ments as above, but also robustness properties may be implemented [123 or actuators
and sensors may be positioned on the flexible structure [2,5] or other design require- -" -
ments may be postulated. -.-

S. Conclusions

Due to the now existing high efficient software for nonlinear optimization with non- -
linear constraints, optimization methods can be used advantageously in system design.
This is shown for the design of low authority controllers for large flexible structures.
Two different optimization criteria were implemented and the design requirements were
formulated as constraints of the optimization. The main advantage of controller design
using numerical optimization methods is the possibility of implementing arbitrary design
requirements.Thus the use cf optimization methods becomes a variable tool for system
design even for high order systems.

,. -.
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Appendix A

Numerical Optimization

The optimization problem of equation (2.14) and (2.15) represents a nonlinear optimi- S-S
zation with constraints. The constraints are inequality constraints im Ei" Han and

Powell propose the following globally convergent extension of the damped Newton method - -

kfor this problem [6-9]. Generate a sequence {yk} converging to a local solution Z* by - -- -

means of recursively solving the following quadratic programming problem

min VF(y)Td + dH d } I .

Vci(y) d + ci(y) = 0, V i E Je

.'% .. .~t .. .. . ,

Vci(Y)T d + ci(y) > i, Il E J,

which yields the search direction d in which the next approximation to the solution is
found:

'k+1 k "
+c-kO

the relaxation factor ca. E (0.1 1 ensures global convergence; it results frot a step-
°.(',°O'o Fi' , o c (). o.n n;. y',length algorithm by properly reducing the test function

. " .R ( y , o ) IF 1( y ) + in 1 nv 0 m n c ( ) i

iE

with suitable chosen parameters o. 11 is an approximat ion to the le ian ( -I e t i

Langrangian



w~ith F being the functional to be minimized. Hlie algorithm belongs to the class of
"variable metric methods for const rai ned opt imizat ion" anid coniverges Superi I nearl [ -

Appendix B3

Dissipation Energy Determninat ion

Transforming equation .12. 1) to state space form yields

or in short form

z=A' + B3' f v C'

For the proposed output vector feedhicX, see equation (2.5), the closed ioop stability
matrix is given as
%01

-A' +B' K C' =-------

-M S -I(U BKC)

Using the definition

the controller induced dissipation energy (equation (2.12)) can be written as

Fo

Applying standard state transformation techniques equation r)yields

ce = KIoezo1 A' t ~e t dt

'The solution of the integral expression defined as

t -6

is equivalent to the solution of the following Liapunov equat ion

Thus the controller induced dissipation energ' is determined as 0



w~~- 7= -1 Tqo

T~o A(O)T] p _q (o)

The determlination of the dissipation energy W c of a flexible structure with n modes

requires the solution of Liapunow equation (**) for 2n x 2n matrices. 'Ihe solution of
equation (**) exists and is unique as long as the eigenvalues of have negative real
parts [10]. The numerical solution of the Liapunov equation is done efficiently using
the algorithm of Bartels and Stewart, as symmetry of Z is guaranteed [11]. During the
optimization, its path is restricted to matrices Ahaving eigenvalues with negative
real parts.

Appendix C 0

Mode Shapes of the Draper Model (taken from. the original report [3])
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Appendix D*

Nodal Pattern of the Purdue Model (taken from [13))
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A DECENTRALIZED ACTIVE CONTROL SYSFM FOR

A LARGE FLEXIBLE STRUCTURE IN SPACE

V Achille Danesi

0 Professor, Servosystems Aerospace Engineering

Aerospace Department,Rome University

Via Eudossiana, 16-OO184 ROME (Italy)

Abstract A-" 0 ',

' A new strategy in controlling the modal shapes of' large structurre in space is
presented in this study. An active low authority modal control system, consisting of a

discrete number of servo system units (M.C.U.) distributed along flexible masts suppor-

ting RF radiators, is provided to measure and control the local structural deformations

in order to obtain a modal shapes resulting in acceptable pointing error for the RF radia

tors. Each servo unit is conceived as a model following control system implementing a " 0
strategy based on F.F.T. pairs computations. The control efforts applied by the M.C.U.s

to the mast control points are made prbportional to the spectral error function genera-

%'." ted by a real time F.F.T. dedicated microprocessor as the difference between the measured

and desidered modal spectra relative to the antenna angular deflections in respect to a

"' fixed set point. The decentralized control system organized by a central controller resi

'J. ding in the master M.C.U., will force the antenna to match the model dynamical behaviour

which is expected to improve the antenna pointing accuracy within the L.S.S. design re- O

quirements. .

I - Introduction

A control process correlated with the spectral requirements becomes a stringent

necessity particularly in aerospace applications where the system dynamic behaviour must

be essentially regulated at a particular frequency range established by the designer. The @ .

need of a control strategy based on the frequency domain data information is felt parti-

cularly in the research field treating the structural modal control based on the natural

• . frequencies identification processes. A control strategy based on spectral data computed

%.. by a real time high sM ed F.F.T..dedicated microprocessor has been presented in Ref.1,
. treating the analysis and synthesis of a digital feedback control system applying the new ' . .*

concepts of the frequency domain model following strategy; in the proposed model follo-

wing configuration the feedback error in the correspondent analog counterpart is replaced

by the error function obtained as the inverse F.F.T. transform of the spectral difference

between the system and model response, the last one stored in a programmable microproces-

sor memory area. The spectra comparison is performed in the same time slot in which the
4J system response spectral lines are computed from the same number of time observations.

The total time required to carry out the F.F.T. and sucessive I.F.F.T. computations, the

last one employing, with only minor changes, the same algorithm used for the F.F.T., has
to be less then the controlled system settling time in order to obtain a regulation pro- O .

cess compatible with the time domain system performances; such a restriction imposes a li-
mit on the processor computing speed. The feasibility of such control system comes out
from the enormous progress in microprocessor technology allowing a drastic reductior in

the time required to perform i/O and basic arithmetic operations involved in the F.F.T.

,.. algorithm computations. In consideration of the processor tecnology state of art, the pro-

cessor computing speed doesn't constitute a problem for the class of space application

O: treated.

The model, defined in the frequency domain, is progtrammed to (omply with the

frequency constraints predicted for the system. The feedback process developed in the ser- " "

vo loop will force the system to respond -as the model, "reflecting", to an approximation

depending on the designer ingenuity, the frequency characteristics imposed on the model.
The main factors affecting the degree of system convergence toward the model are the spec-

tral line selectivity, which depends on the process sampling rate, the F.F.T. algorithm 0 .
numerical properties and associated software employed to implement it. In order to impro-
ve the convergence, the error spectral function can be, before going into the I. ,.F.

process, modified by means of digital filtering; in principle uising appropiate F.T.R. or

I.R.R. algorithms, each spectrum line may be corrected in the range of' the trqruvecie.
considered in the F.F.T. computation.

The system time response is generally expected to di'ffer somehow from the time

response correspondent to the model spectrum; this effe(t, dure to some de gree of' incompa-

tibility of system and model spectral contentsi, maY be ndrtfed to thC dpecSirL caini urrtS
reaching a reasonable compromise between the time and frequency domaini spec i f-i(ations by



choosing a proper digital filtering algorithm.

The main advantages arising from the control strategy based on the F.F.T.data -..

informations can be summarized as follows:

- the system frequency spectrum can be observed in a single or repetitive time inte vals,
the lenght of which car, be chosen on the basis of the system bandwidth and F.F.T. fre- O

quency selectivity

- a number of model spectra can be programmed and stored in the microprocessor memories

to obtain a set of frequency constraints to be reflected on system time response -"

- the control system is structurally suited to implement a digital filtering process,as
may be requested to solve advanced control algorithms

- a new potential authorithy in noise rejection can be achieved as result of an high -e-
solution obtainable in single spectral line measurement

- the spectral power density informations, computed on the available F.F.T. data, can be
directly used to implement a control strategy tending to regulate the system inherent

spectral energy.

A servo unit, as it has been considered in Ref. , has been employed as a Modal "

Control Unit (M.C.U.) in a decentralized active modal control of a flexible masts suppor-
ting large communication antennas in a L.S.S. platform sketched in Fig. 1.

The main objective proposed in the present work is to control the antenna angu-
lar displacements in order to improve its L.O.S. pointing accuracy.

The description of the structural model assumed for the L.S.S.platform and its
modal characteristics are given respectively in Sect. 2 and Sect.3. The concepts of the " O .O
proposed modal control strategy with its physical and analytical aspects are discussed
in Sect,4, In Section 5 some details of system design and implementation are treated. Si-
mulation results are presented in the last section.

2 - Platform structural model

The structural configuration assumed for the L.S.S. platform is depicted in O - 9

Fig.2. It consists of a symmetrical structure with a large hub and platform arms suppor-
ting the solar panels and payloads. A 45 meters diameter communication antennas are atta-
ched to the mast by rigid mounting pads. The tip to tip dimension of the supporting masts
is fixed at 33.75 m.; the antenna mass, which includes the mounting pad, feed unit and
electrical connections, amounts to 434.209 Kg. The mast structure consists of beam like

lattices having triangular cross sections providing a minimum number of longitudinal mem-

bers; five identical bay elements with 7.5 m. length longitudinal bars, 5 mt. long battens "O "
and reinforcing diagonal stringers, are the constituent parts of the platform arms sup-
porting the antennas. Considering a mass density of 2768 Kg/m 3, the mass of the single
bay is estimated at the value of 13.469 Kg. The stiffness product (E.I) taken into consi-
deration is 1.57 106 N.m 2 .

In the present study only the platform arms are considered flexible while all

the other platform structural components, including the antenna dish and feed, are assu- v
med rigid. Since the investigation afforded is essentially directed to solve a dynamical

control problem, only a relatively small number of degrees of freedom, correspondent to
the lowest natural frequencies, will be sufficient, with good engineering accuracy, to
analyze the dynamical behaviour of the antennas involved in the flexibility effects of

the supporting masts. For that reason a lumped mass structural model, where the mass of
each platform arm is reduced to a discrete number of rigid masses connected by weightless

connectors having the same elastic properties as the physical structure, has been consi- ' 9

dered for the modal analysis. In conformity with the assumed structural configuation,

each platform arms is reduced to to five discrete masses, each concentrated ad the cen-
ter of mass of the bay elements. Since the system is symmetrical in respect to the cen- .- ' -.

tral hub, only half of it needs to be considered for the analysis.

To solve the structural dynamic problem, the common modal analysis approach as

been employed. The natural frequencies for the 5 D.O.F. undaped structural model subjected .
only to the bending elastic deformation, spans from the value of 0.18945 Hz. (first ben-
ding mode natural frequency) to 23.293 Hz. (5-th bending mode natural frequency); The
first lowest frequencies are dominant in beam elastic behaviour.

3- The frequency domain model following concepts

In order to illustrate the strategy involved in the modal control process itnves-
tigated in this study, consider the second order differential matrix equation describin.O O

the coupled forced dynamics of the assumed lumped masses model:

[M] aw + [K] (t) =F (t) (I)"-



-where t nre respect. i vely ( ie symnitt iit L :i- -, (I t, il it-, mat r i v, -i t he

vector o the generalized coordinat es and I. i a vtc'to of thxt. xtt-nal I (l-i -s appli id

to the grid points . For the sake of seimplit it flit gellterai./dl coordinat es ale reler red

to the angular deflection of the ideali/td beam s 'ctions by (]-filning thv state vector x

(t) the element of which are, for each dtegree od freedom, tb(, angiular beam deflections

and their first derivatives. The e(luation (1) is then transfoined i.i a set of fiist order --

differential equations:

x (t) A x (t) + il r (t) (2)

where A and B are respectively the state and control matrices with elements expressed in

terms of masses and stiffness coefficients. The dynamical behaviour 01 an ist,,blished beam

reference section is obtained integrating, with congruent initial conditions, tile state

equation (2) and selecting, as output variable, the angular displacement observed at the

reference section by means of the scalar output equation:

ar (t) = Cx (t)

This time function is measured, at discrete time intervals, by an angular displacement

sensor installed at the reference section; the output of this sensor is Fourier transfor-

med and the resultix.g normalized discrete frequency spectrum (D.F.T.) is expressed by: " "

N-I
A (k) = (in) e -j(-) k

r r
k = 0,1,2,... N-I (3) .. :-

where N is the number of the angular displacement ( a) samples, assumed equal to the cor

respondent number of the computed frequency samples. This spectrum is observed in a speci-
fied time slot, established in function of the system bandwidth.

Consider a time response model a (t) for the reference section angular displa .,.'-.

cements which can be generated by solving, In a digital filter, the following N-order dif '

ference equation:
NNaIt) b N ai  a

m r (n-i) - 2 ai am (n - i) (4) . 0
=o i=i

relating the current output samples to the past output samples, stored in computer memo-
ries, and the present and past input samples.

The discretized input forcing function r (n) is supposed to be applied simulta-
neously to the system (I) and model generator (4) inputs.

The D.F.T. spectrum for the response model (4) is obtained as:

N-I k
Am (k) l 'a (n) e-. (- --N 5 •"" "

no k = 0,1,2,.. N-I

The spectral error function E (k) correspondent to the time error function: .
e(t) = am (t) - a rIt) ()v ...-.. '

m r " "' -.-"'''

will be expressed by: '

N- I 2, ; k
E (k) Am(k) A (k) = , a (n) a (n)] e- kN

m r m r

k = 0,1,2,.. N-I) (7)

Forcing to a null value the spectral error (7) in a frequency band of interest

means, in principle, to impose to the controlled system (t) the frequency constraints
established for the model spectrum (5). This theoretical result can be approximated im-

* plementing a discrete ieedbadk process driving a servosystem in its effort to match the "
.yst em and modeI spcttra. %Since it is desiderable to maintain a conventional analog con-

figurat ion for such feedback model following structure, the spectral error fituction (7),
" must be t ransfformed back in the time domain applyinan tile inverse discrete Fourier tras-

form (.D.F.t.) process to the" tux:tion F(k):

N-I

in) I (k) j ( 2J k 5
N k-o N (8)

n = 0,1,.. N-I
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The correspondent cont inou.s error ftict i o ( o) i obt a ined Smoot h i n t hi t, di rt-t v t ltinit i On
(8).- ..

Since it is advisable to perftorm thc spect ra L ompti at i o ia pro.( tesas in it, ni_-
line computer oc ated in the fedback branch of a (convent onal crvo h op, the mode -fo1 Io-

wing configuration shown in Fig03 has bet", adopt id. litt R d.l vi-ror (h.in(:

-m (t) r (t) - ( (t) 0)
m .

is generated solving the first order state equation:

(t) A e (t) B r (t) 10)
-m -in

em (t) C t) v M,(

The feedback branch is carrying the following information:

f(t) = e (t) - a (t) 11)

yielding, at the servo unit input, the error function:

e (t) r (t) - f(t) = a (t) -a (t) (12) O O
m r

ready defined in (6). Since all the data flowing on the feedback branch are the results'

of the digital processing carried out by a digital computer, the function f (t) as a mat- ..- -.-

ter of fact is discrete in nature and comes out from a D.F.T. process:

F(k) = E m(k) + Ar (k) (13)

where A (k) was defined in (3) and E (k) is the D.F.T. of the discrete error function :
e (n) given in (9). The continuGus function f (t) is obtained by a smoothing process ap-

p
9
ied to the result of the discrete inverse transformation (I.D.F.T.) of the computed

spectrum F(k):

N-I " .

(n) I V(k) e N )k (14)
) =-N k=o

n = 0,1, 2, ... N-I

Generally before going into the I.D.F.T. process, the feedback spectrum F(k) is digitally

processed in order to impose on it some frequency window functions or to include correc-

tions in the attempt to improve the system and model responses matching. The modified feed-
back spectrum will be obtained as a result of the digital process expressed in z-domain: " -.

F (z) = G (z) F (z) (5

where the transfer functio G (z) can be generally expressed in M-polynomial form:

M M ~-i '""/'-'-""'

j ~a. z
i

G (z) M (16) 0 .

j. b. z

4 - The spectral modal control

The frequency domain model following control principles sketched in Fig.4 are
applied to implement a servo-unit which is a part of a organized active modal control "

system; it has been conceived as a compact device the constituent parts of which are an

optical angular sensor, a force actuator and, for the master unit, a microprocessor. As

indicated in Fig.5, the servo unit is configured as a feedback structure where the compu-

ting unit with its interfaces and the servoactuator with its power amplifier arc respec-

tively located in the feedback and forward path. A discrete number of such servo unit are

distributed along the mast length constituting a decentralized active control system ge-

nerating forces between parts of the mast structure. The servo control efforts are regula- 9-..-9
ted in order to force the mast reference section, where the antenna is attached, to repro

duce the model dynamical behaviour as predicted by the designer. To make clear this point

suppose to choose a model with a stiffness product (Er) greater than the value relative

to the actual mast and to apply to the last a force distribution such that the dynamical

response of the actual mast becomes coincident with that predicted for the model; sin

the model has a greater stiffness it is resonable to expect a lower angular deformation
of the mast section assumed as reference for the active mode control. Taking into consi-

deration several practical limiting factors such the maximium efforts level available for

the control purposes, the size and the weight of the actuators and the interacting striic- .



tural coupling effects between the mast sections supporting the servo units, only a par-
tial matching must be expected. The present work is directed to investigate at this re-
gard the effectiveness of the propos, . modal control system in terms of reduction of the
reference mast section angular displacement and to prove that it is large enough tc im-
prove significantly the antenna pointing accuracy. The design objective afforded in the
following is to provide a control strategy regulating, in resemblance to a specified dy- S S
namical model, the angular deflections of the reference section. All the servo units
which are part of the active control structure, and for that reason referred as Modal
% Control Units (M.C.U.s) concur in the generation of the force and moment distribution

along the mast, as requested to provide the best obtainable system-model matching.

Since it is advisable to perform the required spectral computations involved
in the modal control in proximity of the optical angular displacement sensor, which is
expected to be integrated with the mast structure in the reference section location, the
computing unit will reside in the M.C.U. linked to the reference section.

The control efforts generated by the other M.C.U.s are developed in coordina-
tion to the data flow originated in the computing unit; furthermore, in order to obtain - "
the desidered force distribution along the mast, different weighting gains must be pro-
grammed and assigned to the various M.C.U.s. For these reasons the M.C.U. linked to the
mast reference section, on the ground of its memory and computing capability, will ope-

"'- rate as centralized controller making the proposed active modal control (A.MoC.) system,
as depicted in Fig.5 a decentralized control organized by a central controller residing
in a "Master" M.C.U.

Continuing the analitic approach given in the preceding section, the force ap-
'Y plied by each M.C.U. actuator to the correspondent grid point is made proportional to

the time error function e(t) given in (12) and its first derivative. Considering zero tO 6
the external forcing function r(t) applied to the model-following control structure and

,%•- referring to (II) and (12), it can be proved that:

e (t)=a (t)-a t) ft) (17)
mr

- The force distribution along the mast can be expressed as a vector:

P. (t) =-K. y (t) (18) S .
i = 1,2.... N

where y (t) is the excitation vector:
y Wt f (t) i ( )( 9 ."".'',

and K is a gain matrix the element of which are the proportional (k ) and derivative
(Kd) gains implementing, for each M.C.U., a P.D. controller.

%? To save computational time consuming, a Fast Fourier Transform (F.F.T.) algo-
. rithm has been used in the D.F.T. computation; since the discrete Fourier transform is

-: * an exactly reversibile process, the same F.F.T. algorith has been used for the I.D.F.T.
%.P- computation.

The F.F.T. algorithm has been widely treated in the leterature; here few notes
are given to introduce the F.F.T. implementation in a real time dedicated microprocessor.

To provide a good trade off in computing speed and hardware complexity, the 2-radix deci-
mation in time algorithm is taken into consideration. This algorithm is defined for N ti-
me and N frequency points, where N is a power of two. Breaking systematically the N points

. 'o D.F.T. into two N/2 points D.F.T., the original D.F.T. results in a collection of two

points D.F.T. allowing the maximum reduction in the total number of elementary operations
involved in the algorithm. The frequency spectrum of a time function is computed by a re-

;' petitive use of a computational block (butterfly) the input of which is arranged as a
.-. sequence of time samples referred as even and odd data points. Each butterfly solves an

algorithm, given for the k-th spectrum line, by the expression:

F(k) = F1 (k) + W F2 (k) (20)

where the constituent spectra are defined:

."" N/2-I
F (k) . f(2nT) W nk

n~o

N/2-I
F (k) = j f( 2nT+I) Wn

n~oA nk = 0,1,.. N/2-1

where f(n) is the observed time function and T is the sampling time. Since the pho fac-
tor W and W are complex quantities, the frequency functions F (k) and F (k) are complex-
functions. Referring specifically to the feedback spectrum FTK) ,i can be put in64%..-



* - the form:

*-.F(k) F F... F(I~j It NI(k) c' q1  k

weethe fedbc sectruma is expressed il teirms; f thle moii M (1) 111(1 pa.' q k
* resulting from the F.F.T. comrpuitations,. A dILital lilteri riq pro( i- ale ~lIri Ix app I e

to the module spectrum NI (k) to correct it, by the phiase ill 4- ilie ofiur Ii i-c(IIiirri-

dies which are judged to be dominant in t het part icuilar app Ii (t io(ii at hii 1.ii * H11t iii(ili *1o

digital process may be requiired to apply part i c-lilar 4'reqjUeric(y Si ruins-, 0 ti 110 (i ruitipil1 Cd

-. spectrumn to avoid spectral errors across the band aid( smcali n iia I lie haid ed,_, iio t It t ti

result in poor frequtency selectivity; F.T.R. Filtering pro( e-. ma'. bie at-o r'i-qi -d illn .

der to improve, it, required, the sYstem - model matelliiig.

Tras lat ing the corrcct ed spectrumn module inl te tjimie domia uin lu-a of' t he

I.F.F.T. process, thle discrete feedback function f(n) is obt ained. impi uv c iiamc di -

git al filter used] for spect ral correct ions, the numerical (liivat. i ye of, thei di srctc r iiil

tion f(n) is computed solving the First order difference eq4uat ion i uvolvitc, the- pr--.vlt

and past values of thle compiutedi F(nI). Siothinjg out these Iii~ieic Iea r-e.-.ilt.s ,t hie .X(i t1 at ionk

vector ( 19) is obtained. rhe actuating signals for thle M.*C.U U., l atlat or,. are -el-ait ed ap-'

plying to the computed numerical dat a thre appropiate we i ght irig( ccif'iitjis which n alc e-,t a -

blished taking into accoLUnt the differenit M.C.U * authority' inl generat ing the c-ontrol mo-

ments.* This regulation process is implemented m tit; plying, the comiputed di.-ci-ete fiicr I l
f( n) by a different set of numerical values established For thle proport ionial alnd (leerivati

ye gains, collected in data vectors arid stored in thet enniptiter menoies; thle resitlin it(-

tuating data are adressed, through a mult iplexer and smoothiing, units, to the respentivye

M.C.U. input.

5-Master M.C.U. implementation

The master M.C.U. is implemented as anl electro-optical system integrated with
the supportimg structure onl which the active control etFforts are,( appliedl; it consist-,

of am optical sensor with its electronic back-up, a microprocessor which has at function o4 f

central processor for the decentralized modal control units dlist ri buted along the mast, and

a force actuator developing the act ive force excitationi. in Fig.6, thle systemistic scheme .-

of the master modal unit, as it has been in principle conceived, is given. Onl the basis -

of knowledge of the general characteristics of the existing engineering products offered

by the present eerospace technology, this modal control package is expected to havea

mass which is a very few percent of the supporting mast bay.

in the following the general informations on the "'aster M.C.U.s 15coristitue it

components are given.

-The electro-optical sensor 0
To measure the angular rotation of the assumed mast reference section due to bel

ding deformations-, an optical sensor is, in terms of resolution, reliability and installa
tion flexility, the most convenient for L.S.S. applications. The sensor taken into consi-

deration in this study, tending mainly to investigate the system feasibility, is at parti-

cular application of the device presented in Ref. 2 as a position encodling sensor for

static shapes measurements in L.S.S. structures. Here this kind of sensor is adapted to

measure the angular displacement of the mast reference section inl respect to a spc~ificd

set point. This device uses a coaxial trasmitter-receiver pulsed laser diode sensor with

a swepting capability in a specified angular range.* By means of a photosensitive detector

the angle ( )of the laser beam streaking a reflector point in the mast section ideriti.

fying the observed reference section in respect to the laser optical axis and the dita

% ~ cc (d )of the reflector from thle collimator laser lens, are measured. Fte basic, princi-

pie in the measurement process is that the emlitted andi retLuned radiation from the Irfe (-

tor detected by the laser head are, with a time delay introduced by a fiber optic u't

imaged on a photosensit ive array where the relative c oordlinates are obserclVed andl measu,(' 0.

The signal at the photosensitive devi ce Output is processedi by a mic(roprocessor Where ti

geometcl relation thle incastured quanit tics s and if and the alLjge (IT ) t broulail Ilci

tihe supposed untwisted re Fererice" sect i oil has rotated iii respect, to at rnominial re fererier 1,1

her of reflectors on the reference section the angular metasiuuremrruts can be co eree tel 1)%- --- 1 *
the twisting effects on the observed sect ion.* This eletro-opt ical device, wshi ch is cxeu-
ted to have, in the structural shape measriiments an accuracy ili t he orer of' 0, 240,00,1

%arc-second which is considered satisfactory for the L...applicat. ioni,. . *.-.

-The central processor urnit

The central processor in it inl the modal co(Hitrol s- ' N11t i iall] li~ 'lu-.p d-ica 1
4%me microprocessor implemented with mulplirr-a-ctrmidator nit Is of l'ered, Ref h% y i

- * ~present advanced technology which al1low to 611i [ d anl ext eme- y ift fir ic it (lilt at iri- itlliiiet it
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unit; this, when supported an appropriate control iunit, ca solve time and frequency do-

main algorithms like those involved in digital filtering and spectral analysis.

The modal control process developed loy the central processor is based on the
following computing stages:

- temporary storage in the computer dynamic memory area of the angular displacement da-

ta delivered, through an A/D converter, by the electro-optical sensor

- Computation of the angular displacement spectrum A (k)

- Extraction from the ROM memory area of the stored model error spectrum 1: (k)

- Computation of the feedback spectrum F(k) as a sum of the two spectra A (k) and E (k)
r m

- Corrections applied to the feedback apectrum F(k) by digital filtering 0 0
- Computation of the discrete feedback function f(n) by means of the I.F.F.r. algorithm.

application

- Computation of numerical derivative of the discrete feedback function f(n)

- Multiplication of f(n) by the gain matrix clements stored in the ROM area

- Selection of thet output control vectors to be routed, via external multiplexing, to the " ,

-* M.C.U.s inputs.

- Force Servo actuators . -

To provide the distributed active actuations in the modal control process, D.C.
force actuators, each capable of exerting a force up to 2.24 N. with a resolution of

00,1 N. has been considered. The intensity of forces, applied to the center of mass of O, .
the mast section by the servo actuator supported by the structural elements of the pre-
ceding bay, depends on the excitation level established by the central processor.

.. 6 - Slaved M.C.U. implementation

The slaved M.C.U. is simply implemented with an electrical linear displacement
pick-up connected to the bay's longitudinal bar, a force actuator and the common devices
included in a feedback servosystem.

", 7 - Design parameters specification

To plan the active controll process based on 2-radix decimation in time F.FT.

. algorithm, specifications on the following design parameters are required:

- Spectrum recurrence frequency (fR) - For a general band limited complex function, the

correspondent discrete Fourier transform yields a sequence of periodic spectra at fre-

- Spectrum bandwidth BW - Each spectrum will span a frequency range the length of which
is the frequency bandwidth relative to the frequency contents of the the transformed
time function. To cover the full signal bandwidth (BW)s must be:

W = (BW ) s. , ,.

- Number of points in the F.F.T. spectrum (NF) - The spectrum at the processor output

will appears as un NF-points discrete function. The 2-radix F.F.T. algorithm is based
on a number of spectral points which is a power of two:

NF = 2 (P = 1,2,...) (22)

- Frequency resolution (R F ) - It is defined as the minimum frequency separation between
two consecutive spectrum lines:

RF - (23)
NF

- Sampling time (T) - The time interval corresponding to sampling process on the obser-
5

% ved time function is related to the spectrum bandwidth by:

Is = (24) , . .
B W

The sampling frequency:

f -
. s

must be verified for the Nyquist criteria to avoid aliasing and ripple effects oni the

* computed F.F.T. spectrum 0
Number of time function samples (NT) - In order to accomodate th, discret, nattuve of'

the Fourier transform and to obtain significant advantages in the processr hardware
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and software, the number of samples for the the time function to be trajnsformed is s5t . .-

equal to the number of points in the correspondent F.F.T. spectrUm: . .

NT = NP M (25)

- Time function observation time (S ) - The time function to be F.F.T. transformed is ob-
served in a single o repetitive time slots lasting: 0 0

S t =M. Ts  (26)

For the model following active control design, the F.F.T. spectltun bandwidth and resolu-
tion for a N-degree of freedom structure are respectively referred to the highest and low
est natural frequencies in the range including the acttial (A) and model (M) model frequen- ..
cies:

BW > max ( f )
(A,M) max (27)

RF < min ( f ) N=Nmin (28)
( sM)'

In the present study the iodel spectrum has been chosen referring to an ideal structure O 1

having the same geometric and mass distribution of the actual mast structure but with -

greater stiffness product (EI). The natural frequencies (fn) for the proposed model struc
ture are shown in Table I where, for comparison purpose, the correspondent values for the
actual structure are also indicated. In the same table the values of the linear ( )
and angular ( aR ) static displacements relative to the mast reference section dues to
the unit force ( N.) applied to the mast tip, are given. In Table 2 the D.F.T. data adop-
ted in the application treated in this study are specified _17* O

TABLE I - Model elastic characteristics

Model Struct. Actual Struct.
Datum Dim. 3.5710"6 2

El = 3.57 (Nm El = 1.57 10 (N.m

R m. 1.29108 10- 3  2.9377 10 - 3 0

53

R deg. 8.5122 10 - 3  19.4851 10 -

5

f Hertz 0.2857 0.189458
n

f 1.70541 1.14449

2

f ,, 10.3125 6.8775
n
3

f 16.5029 9.91715 "

4

f 35.39 23.2937
n

TABLE 2- D.F.T. process data specifications

Datum Dim. Value Ref.

BW rad/sec 393.672 Eq. (27)

NF N.D. 32 (22)

RF rad/sec 12.30225 i (28)

Ts sec. 96. ,96o , (24) A
St - se. . 0-510735 I (26)

Referring to the preceding data specifications the following processor 
characteristics O" _-

are defined in order to evaluate the computational effort involved in the F.F.T. pro-
cess.



- Data word length (NB) - The digital data word length determines the accuracy in the
F.F.T. computation, i.e. the maximum error that can be found in the output spectrum nu-
merical values. The data word length is chosen to satisfy the basic requirement esta- - -

blished for the maximum allowable error for the observed output variable and incremen-
ted by an additional number of digits in order to compensate for the lost in numerical
precision exhibited in the sucessive F.F.T. computational stages. Indicating with E the
maximum error predicted for the observed state variable, the word lengthi required for
the accuracy will be given by:

L
NB (29)

2 1I

The size word growth necessary to maintain the desidered accuracy through the F.F.T. pro-
cess can be evaluated in one bit for every two F.F.T. compuational stages.

Number of operations per butterfly (N )- For a general ccnplex input forcing function

each butterfly requires four real multiplications and 2 real additions

Number of machine cycle per operation (C) - For the class of microprocessor considered
in this study, the sum of two sucessive products takes two machine cycle (T) and the
data handling in and out the working memory locations, as required to applycthe "in.
place" F.F.T. technique, is performed in four machine ccyles.

Number of machine cycles per butterfly (CB) - For the considered microprocessor, six ma-

chine cycles are required per a butterfly computation ". -.

Number of butterfly blocks per F.F.T. computation (NB) - It is expressed by:
B

MN - 2 log 2 M (30)

Number of machine cycles for F.F.T. computation (CF):
F

C = N . C (31)F B B

Time required for F.F.T. computation (T F):

T F = CF • Tc  (32) .. .

Static storage (SR) - This requirement depends on the number of coefficients involved
in F.F.T. and digi-al filtering algorithms to be stored in the processor R.O.M. memory

area

Temporary storage (S Am)- The R.A.M. area is dimensioned in function of the total num-
ber of words involved n the tansit data flow.

Referring to the above mentioned definitions, the general characteristic od the - - "
F.F.T. dedicated microprocessor considered in this study are shown in Table 3.

TABLE 3 - F.F.T. processor characteristics

Datum Dim. Value Ref.

NB N.D. 8 Eq. (29)

SROM K.bytes I

SRA K.bytes 2

M N.D. 32 Eq. (22)

T 10 sec. 1
c

NOB N.D. 6

CB N.D. 6

NB N.D. 160 Eq. (30)

T to sec 0,96 Eq. (32)F 10 .. .. .

-3
Ttot 10 sec. 3, 2

toot
r..'.In Table 3 is also indicated te total time (T tot) requ~ired to compute the fil-..-' "

" tered discrete feedback function f(n) given in f14) from the analog data observed in a
• time slot St established in Table 2.

The M.C.U. servosystem design LIncludes the following parameters:



- Electro-optic sensor resolution (R)

- Force servoactuator resolutionl (R)
F

- M.C.U. control stiffness (KST)

- Sensor Trasducer gain (KT)

- ADC full scale voltage (FSV)

- ADC resolution (RADC)

Servoactuator gain (K.)

The forces applied to the M.C.U.s structure obey a sinusoidal distribution with an angu-
lar frequency fixed at 4.5 rad/sec.; These forces have the same phase but different ma-

gnitude depending on the M.C.U. location along the mast. To operate with different con-
trol authorithy at various grid points, the gains on the excitation signals, routed from
the processor output to the M.C.U.s, are regulated as indicated in TAble 4

TABLE 4- Control gains. .

Gain Dim. Value

R ,n,' ci 9.68

RF N. 0.01

KS N/rad i.o

KT volts/rad 60 * "

FSV volts 10

RADC volts 39. 163

Ki rad/amp. 0.0837

K (M.C.U.-2) N.D. 0.01144
PK (M.C.U.-2) N.D. 0.03432
p

K (M.C-u.-3) 1\. D. 0.0572%

K (M.C.U.-4) N.D. 0.08151

Kp (M.C.U.-5) N.D. 0.10295

6 - The modal control system simulation

In order to evaluate the control performances of the proposed modal control sy-
stem, a simulation software program was developed; it consists of three major blocks re- "%
flecting the effective system configuration and characteristics. In the first block the

structural model describing the elastic behaviour of the flexible mast in terms of the AP
normalized coordinates is formulated. The program,in this stage~solves the eigenvalue

problem and computes the unforced and forced dynamical time responses, the last one re-
ferred to a specified distributions of the active control forces, which are introduced
as a set of input data directly delivered by the program section simulating the control
process.

The forced rensponse under an established forces distribution, is programmed

by computing the normalized modal matrix consisting of orthonormal modal vectors, by means
of which the generalized force vector be is defined. The uncoupled second order differen-

tial equations describing the system forced dynamics, are solved for the transformed ge-
neralized coordinates; after the transformation back to the original generalized coordi- ..-

nates, the complete response solution is obtained and used to determine the linear and
angular displacements of the mast reference section, which are the final output data for
the structural program block. The second program block is devoted to solve the F.F.T. .
algorithm yielding the discrete Fourier transform of the feedback function which, when

filtered, transformed in time domain and weigthcd by appropiate gains, yields the con-
trol levels used as input for the next program block; here the functional characteristics

of the active control process, as it takes place in the central processor, are simulated.
The force distributions in module and sign at the different mast grid points obtained in
this program section are used as input data to the structural program block computing
the mast's forced responses. From the program output data the control system performan- , -
ces in terms of the antenna pointing accuracy, can be evaluated by inspection. As refe-
rence objective im the design, the antenna line of sight pointing accLuracy of' the order
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tion service from a low earth orbit (500 Kin.) has beer as.umed.

7 - Simulation results iti-d conclusions

In Table 5 the simulation results, expressed iii terms of antenna angular di.pla S
cements averaged in the time slot established for the spectral process, are showin. Iwo C-- -

2 ses are considered:

Averaged antenna angular displacement with the active modal control inoperative:

r INOP

- Averaged antenna angular displacement with the active modal control operative with the
gains regulated as indicated in the preceding section: (arOP

In both cases the initial conditions were fixed considering the mast deflectd-

from its reference position to assume a static deformation obtainable with a tuit force
applied to the mast tip.

The values given in Table 5 are relative to the simulation referred to the o
first bending mode of vibration. In the same Table is indicated the averaged angular dis-

placement (a ) of the master section of the assumed model structure in its phisical rea-

lity and submitved to the sane initial conditions.

% TABLE 5 -Antenna angular displacement

Averaged on St= 0.510735 sec.

ar INOP deg. 0.0147

( r)P " 0.0054193
r OP

(at) " 0.005956

Emf 8.9

Aar 36.8

in Table 5 are indicated also the percent error (E f) observed in the mudel following

process and the percent antenna average angular ( a r displacement reduction obtained

ith the active modal control i respect to the value observed for the bare mast. The dy-
namical behaviour of the actual mast with reference to the model strtcture is presented
in Fig. 7.

These results and others not presented here for reason of report lengh , indi-
cate that the proposed active modal control is a feasable process capable to sat isfy the 41
requirement indicated for L.S.S. space mission.
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DESIGN AND ROBUSTNESS ANALYSIS OF REDUCED ORDER

CONTROLLERS FOR LARGE FLEXIBLE SPACE VEHICLES

0S Siva S. Banda ,Lt D. Brett Ridgely , 1si-Ilan Yeh + and Capt Douglas V. Palmer

Flight Dynamics Laboratory, AFWAL/FIGC

Wright Patterson Air Force Base, Ohio 45433

U.S.A.

SUMMARY 0 "

5In the control design of a large flexible space vehicle, a finite element model is truncated and the

control system is designed on the basis of the reduced order model. This paper discusses the step - by -

step application of frequency-shaped Linear - Quadratic - Gaussian methodology, as well as payoffs and

costs of this method. The procedure for choosing and forming both state and control frequency - weightings
is shown. Treating the unmodelled dynamics of the structure as a source of plant uncertainty, stability

robustness evaluation was discussed. Practical usefulness of the singular-valued closed-loop performance
analysis and its possible improvement are also discussed.

1. INTRODUCTION

Designing control systems for large scale systems, in particular, large space structures, has

produced a great deal of discussion in the control community recently [I - 5]. Some of the major problems

that have been highlighted are 1) the difficulty of accurately modeling the structure, 2) trying to

design control systems for the resulting very high order system model, usually resulting in the need to

reduce the model order in order to design and implement the control system, 3) the fact that many of the O "

resultant structural modes lie within the bandwidth of the controller, and will be affected by its use,

4) the extremely low natural damping of the structure, allowing any "mispla-ed" control energy (spillover)

to easily drive the system unstable, 5) the fact that, in general, the more the controlled modes are
forced into the left-half s-plane, the more "misplaced" control energy there is likely to exist, and

6) the fact that the structure must be autonomous, while sensors and actuators for this type of application

are likely to be quite costly, thereby requiring careful consideration when determining the number of

sensors and actuators to be used. There are, of course, other factors involved which require attention.

de The paper is organized as follows. Section 2 gives the background for the reduced order control

design and shows the need to shape the quadratic weights. Section 3 describes the frequency-shaped LQG

design methodology. The effects of shaping the state weighting alone, control weighting alone, and both
-,'-.' state and control weighting on the design are explained in Section 4. It also discusses the relationship . .'

between shaping the state/control weightings and the use of dynamic compensators/ shaping filters.
Control systems are designed for two simple examples in Section 5. Section 6 discusses the use of singular

values for robustness evaluation and for analyzing the closed-loop performance. Section 7 considers the

first example from Section 5 and explains the difficulty in using the singular values for robustness
evaluation. It also explains the need for integral control. Finally, Section 8 summarizes the conclusions

of this paper.

2. BACKGROUND

In this paper, attention will be given solely to design methods which use finite element models of the

structure versus those which start with partial differential equation representations. Obviously, since . -
the actual structure has an infinite number of modes, the initial model, though very high order (200 or

more modes for extremely large structures), still has modeling errors. These are errors which cannot be

modeled and thus require a very robust control system if they are, in fact, important to the stability and

performance of the structure. These errors will not be expressly addressed here, but would need to be

considered before any real implementation of a control system.

Assuming now that a very high-order finite element model of the structure is available, a controller

must be designed. It is reasonable to assume that the high frequency end of the model is not very accurate,
O due to limited knowledge of the structural behavior at high frequencies. Due to computational considerations

(software routines and actual processor hardware) and the high frequency inaccuracies, the large model must
be reduced in order to allow control design and implementation. Several methods for doing this have been

proposed [5 - 61 which take into account the "weight", controllability, observability, etc., of the various -. . .
modes. This process results in a "design model", versus the previous large model, called the "evaluation
model".

Now a model is available to perform a control design upon. Linear-Quadratic-Gaussian (LQG) methods .
appear to be well suited to the mltivariable nature of the problem, and will form the basis for the

- - method proposed here. lowever, due to the complex nature of the problem, there are problems associated
with the use of standard LOG design. The eval uaitionl model may be represented by state and output
equations of the formAp 0 [,,P [P

* =P +-'ii' ) .
rP [ A r"r1r

2' + Aerospace Engineer "

+Associate Professor, on leave from University of Kentucky
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y= [Cp Crl + v (2)

where r

x - primary state vector

u - control vector

w - process noise vector
v - measurement noise vector

Assume now that the design model is of the form

xp = A x + B u + Dw (3)w0
p p p p (3)

with measurements

yp C x + V (4)
p p

The control u is selected to minimize the performance index

J = (xTQx + uTRlu) dt (5)

0

and is given by

u -Kx (6) "=.v O
P --

where ";i -' i 
":

-I T
K R BR E (7)

1 p1I

0 = ATE + EA - EBR -B TE + Q (8)

p 1 p Ip pO

with Q, and R1 being constant, symmetric, positive semi-definite and positive definite matrices, respectively,,.

chosen by the designer [7 is an estimate of the controlled state produced through a Kalman filter,

given by

Ax + R + M y () "
p p P p

y = C x (10)
P P

where

T -l
%I M E 2EC pR (11

0 E2ApT + Ap EC TR CpE +DQD T (12) S
p2 2p 2 p

2  
p2p

with and R2 being the strengths of the zero-mean, white, Gaussian process and measurement noises,

. respectively. Substituting the control law and augmenting the state estimates produces the closed-loop
design model

p p - 7pK xl Dp I0
"

i

MI;VI -M] [x 0~ (1.3)
P p P P .

which can be adjusted for closed-loop stability/performance through the choice of QI and RI . However, this

control law must be substituted into the evaluation model, as it is a more accurate model of the real
structure. Doing this yields ---

A B BK 0 Dp 0"'°-'-+"- "g -"

P MCp Ap B gK MCp MC Xp( ,'-"[-J -"

L: -] Di ± K- ;] K] (14)

The terms B K and MC are called control and observation spillover, respectively. As can beeailyseenn

these terms affect the location of the poles of tile design model (equation [I1l) is well ;Is the suppressed~ ~~poles (egenvalues of A n thyaetthwel'-%""""".."
pv and they affet the performance as well. Sinc thl sppressed poles have very N
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low open-loop damping and are high frequency, they lie very close to the imaginary axis in the s-plane.
If they are "pushed" to the right by the spillover at all, they quickly go unstable. Readjusting Q, and RI IJ
to prevent this (the only means available for the given design model) can cause a drastic loss of closed-

loop damping in the design model poles, in some cases to the point where almost no closed-loop improvement
in damping is possible.

Note that as long as a Kalman filter (or an observer) is used, both control and observation spillover
are present. When all of the states are available for measurement, only control spillover will occur.
In this case, the closed-loop stability will not be affected by the suppressed modes, but the performance
will. In other words, the closed-loop evaluation model's eigenvalues will be those of the design model plus
those of the residual model by themselves, but the resulting eigenvectors will be different, thus
affecting performance.

There are a number of ways to overcome the stability problem when a Kalman filter is present.
By properly selecting K or by properly selecting actuator locations, the rows of the Br matrix can be made .

orthogonal to the columns of the K matrix [8]. Another method is to minimize the control spillover by
including the term Bru in the cost function J which is being minimized [3]. The problem, however, is

arising from the fact that the penalty matrices Q1 and R1 penalize the states and controls by the same

amount at all frequencies. A method to overcome this problem is now presented.

3. FREQUENCY-SHAPED LQG DESIGN

One way to avoid constant penalties is the use of frequency-shaped cost functionals [ 7 ], which is an
extention of standard LQG design. In this method, the performance index to be minimized is assumed to be
a function of frequency as follows

jf [xp (j) QI (jw)x p (jw) + u*(jw)Rl(jw)u (jw)] dw (15) -

2nO

Note that here the weighting matrices Q1 and R, are functions of frequency, rather than constant matrices.

Furthermore, for ease of application, they are assumed to be rational functions of frequency squared, w
2

.
QI(jw) must be positive semidefinite and RI(jw) must be positive definite. It is relatively simple

(see Appendix A) to do a spectral factorization on Q1 and R1 to produce

Ql(jW) Pl*(jts)P1(jW) (16)

RI(jW) P2 *(jw)P 2 (js) (17)

where P, and P2 are rational matrices containing all of the resulting left-half plane poles and zeros.

Both P1 and P2' in general, have no restrictions upon the number of poles and zeros they contain. Now defining

P,(jw)x = x (18)

P 2 (jw)u u (19)

the performance index of (15) may be written [using equations (16 and 17)] as

1* 91*
J"= f [x ("*Jx U'(J) + u (jw)u (jw) [dw (20)

21T

*0i P1 and P2 may be thought of as transfer functions to shape the old state and control vectors, x and u, 'O '
2

into new ones, x and 9,. Therefore, minimal realizations of these transfer functions may be obtained.

These realizations take on slightly different forms depending upon the relative number of poles and
zeros in the transfer functions. From equation (18), a general expression is given by

z1  = FlZ + Glx p  
(21)

x = H1 I  + DlX p  +E D (22)

.. where z1 is a new additional state vector, is tile number of zer's minus the number of p les in P and

x is the Ith derivative of x . [f is negative, 1) 0 and the summation is zero. If is zero

(equal number of poles and zeros) the summation is zero aind there is a feedforward term x . When ] equals
p

*-. one, the summation term contains a feedforward term x , which can be replaced by the original design model
p
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state equations, and this case may still be handled in a straightforward manner. Defining greater

than one requires knowledge of the second or higher derivative of x and will not be developed here,

as no practical applications have been found for this case.

The realization for equation (19) is slightly more complicated and requires further examination.
if P', has a greater than or equal number of poles than zeros the development is straightforward and 0
equation (19) may be represented by

z = Fz + G u (23)
2 2z2 2

Hz2 + [u (24)

If the chosen P2 is of this category, and PI has no more than one excess zero, all possible choices of

P, and P2 result in developments of a similar form, and will be referred to as Form 1. If, however, P2

has more zeros than poles, the form changLs slightly and will be referred to as Form 2. The different
developments will not be shown in detail in this paper; only the final results will be given.

3.1 FORM 1

The open-loop aug1iented system is

x A 0 0 x B D
p Ap p p D'

= F 0 zI + 0 u+ 0w (25)

0- 0 F G2  0
2,, 2. z2 2

L;01 [x LI + FJzI z L v (26)
.°"'- y [C p 0 ][p z 1  z2 2) -"." .-

or
X Ax + B u + D w (27) Ye.. AN

y = cX + v (28)

where A , B
I
, D

I
, C

I
, and x are the corresponding matrices and vector in equations (25) and (26). .".°.-

The FI G1  F and G2 matrices are found from the realizations of the chosen weighting matrices (shown in

detail in the examples). Since 1 in this case, equations (22) and (24) may be rewritten as

[D + DIIA H1  0 DIBp I x u]
T  (29)

u 0 0 I 2  D2  [Xp z, z 2  ul (30)

Substituting (29) and (30) into (20) and transforming to the time domain yields the expressions for

QI' RI' and N
.T T N x

Su T F i dt (31)

where O "

(Dl+D Ap) T(D +D A) (D+D 1A ) T
II 0.

i (D+D) A) If if I I
II l pI (DI) i p ItlTP 1 ""HJ" "'1 

"'
)

*0 0 if F1 2a

= (DllBp)T(D 1 B )+D2 D' (32b))

(D+D A )T(D B

* NTDll=) (C) O" "6

N ( ( 1 1It2TD - ""-' . '.,
2 2" '"""" ' "

" '



The feedback law that minimizes equation (31) is determined as follows:

u = -Kx -K z -K3z2 (33)

[KI  K2  K3] i
- 

[B
1 
TE + NT] (34)

1 I T 1 1 1 TEIA + A E + -(EB + N) R (EIB + N) (35)

Note that equations (34) and (35) contain an N matrix as well as the usual Q, and R. This is due to the

cross-coupling between the x vector and the u vector. The modified Riccati equation is transformed into
one of a suitable form for computer solution in Appendix B.

The state estimation equations are

- x = A x + B u + M[ y -y (36)
p p p p p

yp Cpxp (37)

S-" where

M =ECT -i(38) - ,
2 p2

0 
=  

E2A p + AE - E2CpR2CpE2  + D (39) .-----

and Q and R2 are as in equations (12). The closed-loop evaluation model then becomes

' -A -B K -B K -B K 0 x D 0
p p p1 p

2  p3 p r "." , ^- 
. .

X MC AP-BpK-MC -BpK 2  -BpK 3  MCr  x 0 M

- = 0 G 1  F 1  0 0 z + 0 0
1 1V
0 -GK -GKK 0 z 2  0 0

22 1 2 2 ( 2 G2K3  2

,, ' :X rj  0 -B K I  -B K -BK ,A x D 0 (40)

r r
2  

r r _ r
P~ I r I. ri01L

* Note that the third equation, when written out, is

F1 + (41)

.t This change (from x to x ) is necessary since it is assumed here that x is not available for measurement,
p p p

and causes no problems in the control gain determination as it is standardly assumed that the two problems

(control and estimation) are decoupled, i.e. xp =R . Also, note that both control and observation spilloverp p-- 
.

are present -- however, the designer now may have more ability to reduce their affect by selecting different
frequency shapings. This is best seen further on in the examples.

3.2 FORM 2

In this case the degree of the numerator of P is higher than the degree of the denominator.
2

This requires feeding forward u or a higher derivative of u. For a system with one more zero than O O
L
-  

pole, the frequency-shaping states for the control weighting are

-.. Z2  = F2 z 2  + G2u (42)

u Hz + D.u + D u (43)
272 2 21

Si which has the block diagram shown in Figure 1. The highlighted differentiator block is troublesome.S O

An equivalent block diagram is shown in Figure 2. This avoids the problem by augmentig tle open-loop

equations with additional states
-" .u" = u °  5',) . .... -v

0

Now the open-loop augmented system (including state weighting) becomes

S .-
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-'0 " ..

x A 0 0 B x [I1
p p p p p

z Gl  F 0 0 z 0 0 ,
+ "-U + w

u O +

2  0 0 F2  G2  z2 0 0-

u 0 0 0 0 u 1 0 (45)

y [C 0 0 01 Ix Z Z u' + v (46)

which has the same form as equations (27) and (28), with u replaced by u . Assuming the state weighting has

an equal or greater number of poles than zeros, the new state and control vectors become

-I-= ID H 0 0 0] [x z z u u T  
"' ,%[D 1 [ p 1 2' -. --o-

u [0 0 112  D2 D2 1 IXp z 1  z2  u u° ] (48)

The performance index has the same form as equation (31), with u replaced by u.. Te corresponding
weighting matrices are

DITDI  DIT I  0 0 0

T THOD H H 0 0 0

T T TN ' 0 0 If H H1OD HOD
2 2 2 2 I2 21

0 0 DDTH DT D DT

Th 0 21 02 021 2 121 21 (49)

The feedback law which minimizes the performance index is given by

u -K x - 2z - K3z - K4u (50)

1 P 21.32.

where

TE T
[K1  K2  K3  K4] = IIBTl + N

r
] (51)

and the necessary Riccati equation has the same form as equation (35). The Kalman filter equations
have the same form as in equations (36) - (39). Now the closed-loop evaluation model can be formed,
and becomes

"A 0 0 0 B 0 x 0 0
p p P p p

x MG A -MC 0 0 B, MC x0 M
p p p p p S p

a1  0 G1  F 0 0 0 7 0 0
11+ w

z2  0 0 0 F2  G2 0 z2 0 0 v

u 0 -K -K -K K 0 u 0 0
1 2 3 4

x 0 0 0 B i A. x 0 (52)r r rIr. .

While the control and observation spillover cannot be directly affected by choice of the wcigttin., the..

closed-loop design model is affected and can be made less sensitive to the spillover effects.

The two forms presented represent the most complex versions of each that a designer would praeti-il Iv
want to choose. These were presented because any less complicated choice of weights results in a very
simple change in the overall results. For example, if the control weightingl meets the requirements of
Form 1, but there is no x feedforward term, D simply becomes zero. Further, if there is no x

p 1
feedforward term, D also becomes zero . Going one step further, if the control vx-irhtin', is a constant

matrix, the z 2 states and their associated terms 1i tli, peniltv matrix ire removed, ind R is simply the

chosen constant. Finally if the state wei'hting is. ,,so const;iot tie 7 1 stiltes ind orrespondin" terms



are removed, and the problem reduces completely to that of equations (3) - (14). This simplification
also applies to weightings of Form 2. Note, however, that Form 2 does nuot simply reduce to Formi I
when a proper control weighting is used.

4. ANALYSIS OF THE METHOD

In this section, the effects of choosing different types of state and control weightings will be
examined. First, state weighting alone will be examined, then control weighting alone, and then a
combination of both. Tie-ins to classical type design techniques will be made throughout to give the
reader a better understanling of the weightings.

4.1 STATE WEIGHTING ALONE

The block diagram for state weighting is shown in Figure 3. For the sake of clarity, the Kalman

filter is left out. From this figure it is easily seen that

u -Klx- K2z I  (53)

and

z 1 = Flz + Glx (54). - - -

1 1

Taking the Laplace transform of both equations, solving (54) for z in terms of x, and then substituting
into (53) yields

u = -[K 1 + K2 (sI-F )I GI]x (55)

Equation (55) shows the form of new feedback. Since Pl(jw) is chosen to be diagonal, F is always a

diagonal matrix. G is a matrix that contains blocks of zeros and blocks of diagonal type matrices, so * " '-l
that the product (sI-F) G never has cross-coupled terms (i.e., no terms with different denominators - -

combine). Therefore, even though K2 is generally dense, there are still no cross-coupled terms. This

% makes an element-by-element analysis simple, and the analysis may be performed in a single-input single-
output setting.

Let us look at the problem from a selection of weighting viewpoint.

Point #1 - If a mode is given a zero weighting, you are telling it not to be regulated at any frequency.

Point #2 - If a mode is given a constant weighting, you are telling it to be equally regulated at all
frequencies, including frequencies at which its characteristics may not be well known. This type and the
above both represent no frequency weighting.
Point #3 - If a mode is given a w:eighting that has more poles than zeros, it is a decreasing function
of frequency, and therefore the mode will be "heavily" regulated at low frequencies, and have decreasing
regulation as frequency increases, to the point where it has no regulation at all.
Point #4 - If a mode is given a weighting with equal order numerator and denominator, of the form U

[(jw+a,) (J+a.2 ) .. cala

I then at low frequency the weighting has the value 2*" while at high

(jW+bl)(jw+b 2 )
'  

blb2 .

frequency it has the value c. Depending on the a and b values this can represent an increase or decrease
in desired regulation. O
Point #5 - If a mode is given a weighting with more zeros than poles, then the amount of regulation will
increase with frequency. This can be arranged in such a way that the regulation will tend toward infinity
at finite frequencies also (notch filter).

In light of the above comments, what type of feedback do we get if we make some of these choices?

Type / I - No frequency weighting gives constant gain feedback.

Type #2 - More poles than zeros in the weighting gives a lag or lead filter in the feedbaci, pendent " O
upon the gains; one obvious form is proportional plus integral feedback.
Type #3 - In the case of one zero divided by one pole, the weighting is factored into a constant plus
a strictly proper transfer function. The zero does not appear directly in the feedback, and the weighting
appers as a lag or lead dependent upon the gains, while the constant terms affect )i to alter the

proportional feedback.
Type #4 - In the case of more zeros than poles, the zeros do not appear in the feedback. The improper - . '' -

transfer function is la, torcd in to the -lsm ol on nth rde r po vitlmial i ind strictly proper transfer

function. T is roper transfer function "appears' in the feedback, as in the previous form. The polynomial - 5.. .. -.
affects the 1 1 Ril and N matrices to alter the constant feedback.

Two items of interest arise from this analysis that may not be immediately obvious. First, care most

be exercised before attempting an integral control type weighting. Since the weightings are realized by

augmenting additional states to the plant, while the original system may have been fully controllable, the

augmented system may not be. If it is not, then onlv poles that lie in the open left-half s-plane may be
added. The PI (j,) ret lization eliminates right-half s-plane poles., but a pole at the origin can appear. O O

If this mode is uncntr( Ilabeo the svstem is instabilizable and therefore does not have a Riccati solltion.

rlie second item is the fact that expli it ze-ro selection in the feedback is not possible. Also, a



•..- -- '.-

2-1-_+ + - .O
F -.

pole is always present and therefore proportional plus derivative feedback (K1 + K.IS) is not possible.

In space structures, this type of feedback would not be desirable, so this is no major drawback.

4.2 CONTROL WEIGHTING ALONE

The block diagram for control weighting alone, again without a Kalman filter, is shown in Figure 4. 0
From this figure it is seen that

U .0 u = -fKIx + K 3 u] (56)

Taking the Laplace transform and rearranging yields

- = -[sl + K3]- Klx (57) "

Since K3 is computed as an optimal gain, there is no way to explicitly specify its value, hence there

is no way to specify the pole location in equation (57). Notice that the block diagram is drawn for a
special case of Form 2 from the previous (design) section. Tis is the case when the weighting has o
zeros, no poles. Several points need to be made about choosing control weighitings. First, if a weighting
with more zeros than poles is cholen for one weighting, all weightings must be chosen to have the same
number of excess zeros, If not, I in equation (49) will not have full rank, which it must have.

Second, using a control weighting with more poles than zeros is not possible unless the state weighting ha ,
more zeros than poles. If the state weighting does not have more zeros, then the D 1 term in eoistions

(32a,b,c) will be zero, and the control weighting with more poles will have D2 = 0. Therefore, *.. I -

again be singular. Third, control weightings with an equal number of poles and zeros (or constants) may be
used, but care must be e ercised when using these if all the controls are not weighted this way.
From equation (32), the K matrix is

T T
(DB)T (D 11) +D 3 (58)

If all weightings have an equal order numerator and denominator, D2 will be present for each control and
2 T

will have full rank provided the first term if present, does not reduce the rank of DD 2  It may
1.2 2.

also be seen that if some weightings do not have equal orders, they must be combined with appropriate state
% weightlngs in such a way that equation (58) does have full rank. 0 .

" The next and final result in this subsection is the most important. Figure 5 shows the block
diagram for inclusion of a shaping filter in the forward path of a standard optimal control problem.
Actuator dynamics can be thought of as having the form of shaping filters. By solving both of these
problems using arbitrary matrices, it can be shown that the resulting control laws feeding into the plant
(and therefore the resulting closed-loop systems) are identical if the individual control weightings -
are chosen a the reciprocals of the individual shaping filter transfer functions. That is, if it is
desired to shape a control with a transfer function of the form 0

U a u (59)
C

j+b-

then choosing a weighting of the form

P2 (j) I (js+b) (60)

a

yields an identical result. Therefore, if a designer knows the form of a shaping filter he wishes to
use, he knows the type of control weighting to yield the same result.

3 STATE AND CONTROL WEIGiHTING

Figure 6, shows the block diagram for this case, with the Kalman fIle included. Th O0tspn
state and control portions are outlined for clarity. The only effect that the Kalman filter inclusion -
has upon the previous resulIts is that the state weight ings actuolly shape the st ato estimates, but tie
estimates hopefully resemble the original states (the point behind the filter), and the true states are , -.-
assumed to be unavailable anyway. The results of the previous two subsections both apply in this case.

5 CONTROL DESIGN EKXAMLES

5.1 EXAMPLE 1

An extremely simple, non-physical system will be used to i lost rItS LIthe s e 0 f [het IW thU. b TI is

example is not meant to be representative of any physical structure -- rather ii wi I .h.. he hiisi£ i
of the method. Thiis example is not meant to be representative of any physical structure -- rather it vi
show the basic use of the method oo a model that has the generil ciharcteristis of I1 t le.txiti h i"o

structure. The open-loop evaluation model, partitioned into its ce1ntralled anld SiipplroSSi II e "



X 0 1 1 0 0 x 0L Xplp . .. ,.

I- -25.

-1 -0.01 u 0 0 wx2p 2p J

X 0 0 -0 1 0
irlr I• "

./'

x2r 0 0 25 -0.05 x, 1 1 Ii -

y = [0 1 0 -i] [xlp X2p x lr X2r
i T + v (62) 0 "

First note that the state distribution matrix (A) is block diagonal, which is a typical form for a finite-
element modeled space structure. This model contains two modes: a lower-frequency mode with damping ratio

= 0.005 and natural frequency wn  1.0, and a higher-frequency mode with = 0.005 and = 5.0.

This frequency separation will be assumed to be sufficient to justify dividing the overall state vector
into controlled and suppressed state vectors. The controlled states make up the design model.

The design model is given by the following state and output equations:

LZ].rl ] 1 p + u + w (63)

.4~~~- 2p-0.1 p

y [0 ] [X X2  + v (64)

Since there are 2 states and one input, five penalty function elements (four in the two-by-two C) matrix

and one in the scalar RI) must chosen. In this example, four different combinations of these cosen

elements were examined. In -,1e cases, the state weighting matrix (QI) was assumed to be diagonal

(for standard optimal contrui, this causes no loss of generality [10] it is assumed this applies to
frequency wighting as well). Also, the first element in the stae weighting matrix, which would

represent a weight on the displacement of the mode, was chosen to be zero in all cases. Therefore, only . " -

two weights had to be chosen. The four cases were as follows:

1) Standard LQG - state and control weightings constant at all frequencies.
2) State Weighting - state weighting was made a function of frequency with control weighting constant.
3) Control Weighting - control weighting was made a function of frequency with staLe weighting constart..
4) State & Control Weighting - both state and control weight iocs were made functions of frequency.

In cases 2 and 4, all of the stare frequency weightings chosen had the form

0 0

Qi (i-) S •  ,

I.-

and in Cases 3 ;and / a il l the contrdi frequency we ight inugs had the form

R (j.) c'( I + d) (,,)

(j ) was chosen is a dcreis ing tut iLon f reque ncy lore Mo oieI vs nIt we i known at igh rerrien , W I)

and thete: re smal I penalties on state devi it ions at1 i)ih frequeny are des irable . Sine the suppre:;sed
modes are not iccounted lor inl the design model, till,, de n ,,er does rt halve anv inttltlueue! Ov,, liiw hilh-
frequency control energy will .It fect tllose modes. rirr'e thv', are vel-r else to the im.uilir"- .rXiar (- .).2"-
+ 5j, in this example), any crotr I cnersy that ases een a small slift Lto tile right i these i]es may. .
result in an unstable system. ;h'lrefore, the ,ntrI,, wRlit log, (,..), 4as chosen to be an incr.:rstr * -

function of frequency (where there are suppressed mode) wi 1I be hevi v penal i-,1.

The spectral factorizato ns o , C . and RI( .) ire In1I ) trivial in th,', :.,:. I t mi i e11 ri-i I

verified that

p +

"2-) -
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1 0 0 0 .
,D 0 1 0 0

-,'.4

0 0 1 0

0 0 (75)

By a completely arbitrary selection, the three lowest frequency modes were retained in the control
design model and the highest frequency mode was suppressed. The design objective for this example was to
yield a control law for which the closed-loop evaluation model had all primary modes with a damping ratio
close to 0.2, and also had a stable suppressed mode. First, standard LQG design was used. For a choice of O s
Q1 . diag{0,O,O,lO,lO,lO) , RI  - diag{0.0l, 1.01, and with the process and measurement noises all

having strengths equal to those in the previous example, the basic results are seen in Table 3, under the '.
/*,', LQG design heading. Note that the highest frequency mode in the design model has been moved to the real - *.
,. ~ axis and split apart. The most important fact is that the suppressed pole has gone unstable.
•.. , ."

Next, several choices of state and control weightings were made. The final choice was

P1 = 5diag 3.0,, 50 25 (76)
N,1 j(+4, jw+3, jw+2. S\ . .. .',..1 s..- .. ,,".

and P2  = diag (0.2 iw+2), 0.2(jw+2.1)}. The new Qi' and N matrices for this choice along with the

basic results are bliven in the second section of Table 3. It is clearly seen here that all design poles
have a damping ratio close to 0.2, and that the suppressed pole is stable (once again, with a higher damping
ratio than open-loop). The gains for this case and for optimal control alone are on the same order of mag-
nitude, with the maximum individual gains being on the order of 90 for optimal control and 70 for the W
frequency-weighted case. The additional poles due to the frequency weightings usually do not affect
the closed-loop response as there are zeros very close to their locations. The overall performance of the
system is discussed at length in Sections 6 and 7.

The rationale behind choosing the weightings was as follows. The lowest frequency mode is separated
enough from the suppressed frequency so that the need for low frequency roll-off is not overwhelmingly
critical, therefore a break frequency (pole) was chosen to be 2 radians per second. The intermediate -Z

design mode was given a pole in between these, at 3 radians per second. The zeros of the control
weighting were chosen to be 2.0 and 2.1 radians per second to insure sufficient control roll-off.
The numerators of all weightings were then tuned to achieve the desired results.

'?, " 6. ROBUSTNESS EVALUATION

are The uncertainty in the system modelling arises from several sources: (1) Parameter errors - these -'.'."-"

are present due to the imprecise knowledge of modes and mode shapes of the structure. (2) Model truncation --
errors - these are due to the unmodelled dynamics of the structure. (3) Nonlinearities - these may arise
due to, for example, large angular rates of motion of the structure. (4) Disturbances - due to rotating

,. .,, machines, combustion devices, rotating antennas and other on-board equipment. In addition, gravity gradients
.wW% and solar pressure are external disturbance sources. (5) Parameter errors and model truncation errors in -

the actuator/sensor dynamics. (6) Finally, the noise in the sensors and actuators may also contribute
% to the uncertainty in the system modelling. While it is important to design a control system such that

it is robust in the presence of all these uncertainties, the only uncertainty that was studied in this paper
was that due to the unmodelled dynamics. The objective of the rest of this paper is to evaluate the
robustness of a reduced order control design method (in the presence of unmodelled dynamics) using singular
value analysis. %

There are numerous publications contributing to the theory of robustness of multivariable feedback
.. systems [for example, references 11 and 12]. One can think of the actual structure as being a combination

of the design model of the structure and uncertainty in the model. The purpose here is to evaluate the
stability robustness and performance robustness (in the presence of the uncertainty) of the control system

_ design using the method discussed in the previous section. The residual dynamics of the structure are
modelled as the plant uncertainty in this paper. Hence a stability robustness test is required for 0 . S
evaluation.

Consider a multi-input multi-output control system as shown in figure 7. G(s) is a precompensator
transfer matrix, H(s) is a feedback controller transfer matrix, P(s) is the plant transfer matrix and

:' -5  A(s) is an uncertainty matrix. Assume dimensions of G(s), H(s), P(s) and A(s) to be (Zxm), (mxd), (dxi)
and (dxt) respectively. Note that the uncertainty is included in Figure 7 as an additive perturbation.

... We can write the closed-loop transfer matrix T.M., in three different forms:

T-M - (P+A) G [I+H(P+A) G] -I  
(77)

, (P+A) [I+GH(P+A)] ]-G (78) '..2 - .-.. * ':,......

- + (P+A) Gil] (P+A)G (79)

From the transfer matrices in equations (77) - (79), after making assumptions about the invertibility of - .
the matrices involved, we can derive several stability robustness tests as ' l-. O

;(HA5G) < ofl + HPGJ (80)

%
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a (HA) < a[G-  + HP] (81)

y a(AG) < o[H + PG] (82)

a (a) < a[(GH) + PI (83)

a (GHA) < o[I + HP] (84) O

a(AGH) < o[I + PGH] (85)

where a (. and o [-] are the maximum and minimum singular value functions obtained by the singular value - -
decomposition of the transfer matrices in the parenthesis. Equations (80) - (85) are all sufficient " .%..
conditions for stability robustness of the closed-loop system when the residual dynamics are modelled e "
as an addirive perturbation.

In reference [ 4] Kosut derived a stability robustness test treating the residual dynamics as an input
% multiplicative perturbation to the plant. The residual dynamics of the plant can be treated as an output ....

multiplicative perturbation as well. So, a different set of robustness tests can be derived treating the . -.'. -
residual dynamics as either input multiplicative perturbation or output multiplicative perturbation. .
The stability robustness tests shown in equations (80) - (85) have been obtained using Doyle's formulation ..
(reference 11). In a similar fashion, a whole new set of robustness tests can be derived using Lehtomaki's
formulation (reference 12). The point is that all these robustness tests are sufficient conditions for .
robustness of the same system with the same uncertainty, the residual dynamics. One may ask the question -
are these robustness tests equivalent? If the design fails one robustness test, will it fail the other?
To demonstrate under what conditions one test implies another let us consider, for example, equations . .
(83) and (85). -.. -.

Let us suppose equation (85) holds. Then,p . . . .
o

a(AGH) < o[I+PGH] = o((GH)-1 + P] GH} (86)

Using the inequality (C,1) from Appendix C, equation (86) implies .,.,. ,

o(A) a (GH) < o[(GH)- I + P] a(GH) (87) % .%

or
- -l a(GH)

o(A) < a [(H) + P] (88) A,
a (OH)

Now let us suppose equation (83) holds. Then

"[AGH(OH) - l ] < a [(I + PGH)(GH)-I (89)

Again using the inequality (C-1) from Appendix C, equation (89) implies,

o (Gil)o(AGH) < a (I+PGH) (90) -
a (GH) .-

4'4Thus from equations (88) and (90) we notice that a sufficient condition for equations (83) and (85) to be ', . .
J

equivalent is that . -

-(GH) 1 (91) . I -.*$ -

a (OH) , .'. .

Equation (91) holds if GH is a unitary matrix, which is generally not true for practical systems.
In other words, for practical systems we can be certain that the stability robustness tests given in
equations (83) and (85) are not equivalent. In a similar fashion, one can derive sufficient conditions
for the other tests 3iven in equations (80) - (85) to be equivalent and show that these tests do not
imply each other for practical systems.

Since all the robustness tests are not equivalent, and since there is no way to tell which test is .-
the best one for the uncertainty in question, we will only use the test from equation (80) after substituting .,." - '
Hp, Hr, and H in the place of P, A and H respectively. H and Hr indicate primary and residual transfer ..-

Hc p
matrices of the structure. H is the controller transfer matrix to be designed using the method discussed -... .

in the previous section. We also assume that the pre-compensator G(s) is not present. Then we have , "

3(HH) < ( [I + HHp] (92) - , a,- I
c r c p

or N.
aI + H ]

c p

o(HcHr (93) . -. iI .- , .. ... - "
where, from equations (1) and (2) H and H are given by .

p r
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Hp(s) - C SI-A B (94)P

H (s)- C [SI-A]-1 B (95)
rs Cr r r

The form of H depends on the selection of the frequency shaped quadratic weights in equation (15) and

it is given by

(Hc(S) = 8(s) (sI-A -B 8(s)+MC) M (96)

where

0(s) - -K1  (97)

or

B(s) -(K1 + K (SI-F )-IG] (98)-

~' or -
B(s) = -(SI + K4 ) K1  (99)

or" ""-'B
a(s) -[SI + K [4 1 [K1 + K2 (SI-( 1 ) G"1 1 (100) '

%", Equations (97) - (100) are for the cases when no frequency weighting is used, when state weighting alone

is used, when control weighting (with no poles) alone is used, and when both state and control weightings
are used, respectively. Note that in equations (97) - (100) the gain matrices KI, K and K are as

1'2 4
defined in equation (59). It is clear that the choice of the frequency shaped state and control weightings
affect the controller transfer function H (S), which in turn affects the robustness test given in equation
(93).

If the control system design passes the test in equation (93) it only guarantees stability robustness ."." "
of the system. In the design process one likes to check the performance of the closed-loop system as well.
For good tracking and (low frequency) disturbance rejection we would like to have O(H H ) high at low .

wc ".p
frequencies. For minimizing the response to sensor noise, we would like o(Hc H p ) to be low (attenuation)

at high frequencies. We also require performance tolerance to uncertainties, which are the residual t n

dynamics. If -[Hc (H + A)] where A = Hr is obtained in such a way that it will not deteriorate the
- pr

performance as seen in a(HH p ) plot, then the closed-loop performance is said to be robust for the uncertainty
_ cp

in question. In other words, if the performance of the nominal system is close to the performance of the
perturbedeystem, then performance robustness will be achieved. Of course, the performance of the nominal
system must be acceptable or the robustness results are irrelevant.

7. EXAMPLE FOR ROBUSTNESS EVALUATION , s
-V.*

Let us consider again the example shown in equations (61) and (62). The conclusions we draw from the
discussion of this example hold, in general, for space structures with larger dimension. Control systems

%%* are designed using the method discussed in Section 3. An elaborate discussion of the approach for the
control design for this example is given in Section 5. In this section we will only concentrate on the
robustness issues of the design. Several control laws were designed using frequency shaping on state Z ,
weighting alone, control weighting alone, or both. In all these designs, although the controller was
designed for the primary modes, the closed-loop evaluation model (equation (52)) was stable. Thus it was
decided to study the applicability of the stability robustness tests given in equation (80) - (85).

., The residual dynamics of the structure was modelled as the uncertainty. Because of the reasons explained
'4 inSection 6, the test given in equation (93) was selected as a stability robustness test. It was seen that

each and every control system design failed the stability robustness test (except one, as mentioned below)

'-., although, in fact, the control system with the evaluation model was stable. As an example, Figure 8
4.4 shows the test when a state weighting of zero on the displacement and 100/(w 2 +1) on the rate of displacement

along with a control weighting of (e+4), was used. ",O. .V

It should be mentioned that the singular value test is only a sufficient condition meaning that if the
design fails the test, the system really may or may not be stable. The point is that if one decides to
iteratively select the quadratic weights to design a control law for the reduced order model and checks the
robustness using singular value test, and if the design fails the test, the results may be erroneous.

" .! Figure 9 shows a sample of one design which passes this test. In this case a state weighting of zero on
the displacement and 0.O1/(w2+1) on the rate of displacement only was used. Although this design passed

Y. the stability robustness test, its performance (as seen in figure 10) is quite unacceptable. The performance
is unacceptable because this design resulted in gains so small that the closed-loop performance is almost
the sam as open-loop performance. Therefore, this case will not be considered when further conclusions
are given in the rest of the paper. ......

The fact that the design failed the robustness test in all other cases can be explained as follows.
The stability robustness tests shown in equations (80) - (85) assume that the uncertainty as measured by '.'...
the singularvalue is in the worst possible direction. Since the uncertainty in the example problem was . ,.'
asstmed to be known and since its direction (phase angle, because it is a single input-single output ." .*4 .-
problem) was not in the worst direction equations (52) showed that it was a stable design where as the :.

.
- ADD

" design failed the test in equation (93), indicating that the design may or may not be stable. It is our
•." "4" opinion that the singular value robustness tests as shown in equations (80) - (85) may be hard to use on " "
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some systems (such as the one shown in equations (61) and (62)) trom the applications- point of view.

If information about the direction and or structure of the uncertainty is somehow, included, then these
tests may be less conservative and they could be useful in a design process.

However, a plot of the minimum singular value of the loop-gain transfer matrix is quite useful since
it gives us a very quick estimate of the lower bound of the closed-loop performance. Numerical simulation 6 0
of a very large set of differential equations that represent the closed-loop evaluation model (equation (52))
is a computational burden and does not have to be carried out for every quadratic weight selection - rather
it can be carried out only when the (loop gain transfer matrix) is satisfactory. For multi-input
multi-output systems (which large space structures always are), the closed-loop system will have several
bandwidths - one for each loop. The cross-over frequencies of the minimum and maximum singular value
plots of the loop gain will give an estimate of the range of all the bandwidths.

Although every control system designed for the example in equations (61) and (62) failed the robustness • "
test, since we know several of those designs yielded stable evaluation models, performance of those designs
was studied. Performance plots of the nominal and perturbed (with the uncertainty included) closed-loop
systems are almost the same and have the same characteristics in all the designs. These plots typically
look like the ones shown in figures 11 and 12 and correspond to the weighting selection made to obtain
figure 8. Typically, all the o0(cH p ) plots show a very small value (=-I) at low frequencies (=. 02 rad/sec),

indicating poor tracking and disturbance rejection properties. From figures 11 and 12 it can be easily seen
that the roll-off frequency is very high ( =30 rad/sec) indicating a very poor performance at high .. ;
frequencies. A careful examination as discussed below indicates the reasons for poor performance and

suggests remedies for improving it.

When the model of the structure is represented as shown in equations (3) and (4), the plant transfer
matrix H (s) is as shown in equation (D.6) of Appendix D (Notice that the rigid body modes are ignored).

Let Hc(s) be represented by

Hc(s) (s) (101)

where (s) is a polynomial and is the least common multiple of the denominators of the individual elements .. -

of H (a) and "t(s) is an m x i matrix. From equations (D*6) and (101) the loop-gain transfer matrix -.-

is given by

s s(s) N(s) (102) -'" "'
• ~- . •-

It is the free s in the numerator of equation (102) that gives unacceptable performance at low frequencies. ...-
For good performance we need the denominator polynomial b(s) d(s) to have a free "s" to cancel the one in .

the numerator. Since d(s) can never have a free "s" (see equations (D-5) and (D'7)), '(s) must have a -
free "s". In other words, the controller transfer function matrix (equation (101)) must have a free "s"
in the denominator. That is, we need to use integral control. Therefore, for large structures that are ,
represented by the state equations as shown in equation (3), regardless of what method we use to design
a control system it is apparent that we always need to use integral control to obtain good performance of W*
the closed-loop system at low frequencies as long as the measurement vector (equation (4)) contains
only rates. In other words, if the displacements are measured instead of or along with the rates,
integral control is not needed. This can be easily seen by rewriting equation (D.2) to measure displace- \- -
ments and rederiving equation (D.6). Figures 13 and 14 show the stability test and performance plot -, . '
for an example with the state equations of equation (61) and an output equation as follows '..

T
Y - [1 0 -I 0] [X X x I + v (103) '%'

[x1  x2 p xr 2r *~
A state weighting of zero on the displacement and 49/w2+4 on the rate of displacement, along with a control
weighting of [w2+i], was used. Figure 13 shows that the design failed the stability test, as expected.
It can be seen, however, that good performance at low frequencies can be obtained using displacements
as measurements.

Since in practice, though, we prefer to measure rates instead of displacements, let us now investigate
if we can design integral control using frequency shaped cost functional methodology for a finite element
model of a flexible structure with rates as measurements. From equations (96) and (99), it can be seen
that it is difficult to use control weighting alone to obtain integral control. From equations (96)
and (98) it seem easy to use state weighting alone to obtain integral control. To make the point, all
we need to consider is the simplest example with one mode and one input. Then the matrices A and B

p p

haein equation (3) area.'

Ap B pi

1 11J Lbl1 (104) *\'

To obtain integral control, let us choose the state weighting as

Q(jw) - a/w2 (0)5 @

Nov the sugmented matrices AIand 1 in equation (27) are ;
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0 1 0 0

A
1  

-2iW 0 and B
I

L a 0 (106) O O

We must check the controllability of the augmented system. Defining a matrix M as .. ... .

Mc  [B AB A B (107)

it can easily be checked that the determinant of M equals zero when the matrices A
I 
and B

I  
taken from " """""

c
equation (106) and hence M is rank deficient. Therefore, the augmented system is uncontrollable. Since we

augmented a pole at the origin and since it is uncontrollable, the system is also unstabilizable.
This argument can easily be extended to a structure of larger dimension with multiple-inputs and multiple-
outputs. Therefore, frequency-shaped cost functional methodology .ilone may not be used to design integral
control for finite element models of flexible structures. It may be possible to obtain integral control
when frequency-shaped LQG method is used in conjunction with low authority control [5]. The implications -.
of this are being studied now.

8. CONCLUSIONS

Finite element models of flexib , structures were considered. Frequency shaped Linear Quadratic

Gaussian method was explained to desL&A. controllers for reduced order models. The most obvious benefit ". .. .

of frequency-weighting the cost functionals in the quadratic performance index is that it makes the -
evaluation model stable in closed-loop operation, while with standard LQG design it is quite often unstable. '.
This result was clearly seen in the simple examples. The major cost of using this method is the additional j. .
states that are required in the design model. For academic type simple systems (such as the ones shown
in this paper) the additional hardware needed for implementation is very simple, and the increased .
computational burden is minimal. However, for a realistic space structure, this addition of states would
cause an end result of discarding some design states that could otherwise be kept. Therefore, a trade-off
occurs: loss of model information versus reduced stability. %

Another observation that has been made concerning this method is that the frequency weightings are" ..
nothing more than dynamic feedback compensators and shaping filters. By making a careful examination of
the block diagrams resulting from the additional weighting states this relationship may be seen.

Application of singular value theory to analyze the stability and performance robustness of the
evaluation model was discussed. For additive uncertainty, several different stability robustness tests
were considered. It was shown that the sufficient condition for these tests to imply each other is that
the inverse of the condition number of the loop gain transfer matrix must be unity, which cannot be .
satisfied for practical systems.

Several control systems ware designed for a simple example and every useful design failed the n S
stability robustness test, although the designs were stable. A suggestion to improve the applicability
of the singular value robustness test is that the direction and or structure of the uncertainty must . ..
somehow be accounted for.

The use of minimum singular value plot of the loop-gain transfer matrix was emphasized since it parallels .

the Bode plot for single input single output systems. It was shown that integral control must be used %
to improve the low-frequency closed-loop performance of the finite element models when the rates of !

displacements are used as measurements. It was also shown that it may not be possible to obtain integral . .
control by frequency shaped Linear Quadratic Gaussian methodology alone for structures represented by
f inite element models.
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APPENDIX A

* ~Spectral Factorization ..

Most previously proposed weighting functions have been simple ratios of pole and zero pairs,

% 4 usually adaptable into the form wn + an, where n must be even. These are easily factored as shown.

,A % 0 If n/2 is even, w = a

=n+an 0 or s =-an

therefore as a /180'/n + 360i/

n _n
* o If n/2 is odd,w -

n +n = orn n

therefore a =a /3600i/n

the product of all the left-half plane roots yields the numerator or denominator of the elements in the
* wy,. matrices that must be realized (P1 or P2)

APPENDIX B

TRANSFORMING MODIFIED ALGEBRAIC RICCATI EQUATION

T I T
-PA - A P - Q + (PB + N)R (PB +- N) . 0

-PA -AP- Q+ (PBR- + NR )(BP+N) =0

TP +-lT lN
-PA -ATP - Q ?B + PBR iNT + MR lBTp

+ NR INT . 60 t
- IRl T -Tp -T)

-P(A NBR N (AT - NR 'B ) *(Q - R 'N)

PR
1 

T

This has the form of a standard Riccati equation, as shown

-I- WT - + PBR_ lBTP 7- '

where

I- A-BR_ lNT

IT AT NR-B Tprovided R_ is symmetric

- Q NR_
1 NT W

P APPENDIX C

Theorem: Let AMC mxnBeC n . Then

a (AB) < a (A) a (B) < a (AB); if n < Z (C'1)

a (AB) < a (A) a (B) < a(AB); if n < m (C'2)



In other words, if has more rows than columns, (C-1) does not hold. If A has more columns than rows,
(C-2) does not hold... ...

, Proof: From the property of the minimum singular value, we have

11)112 (B.) A-X--

11 x112 X 0 (C-3)

.*-,4 Therefore

11-112 1 IIII12Akxo() x #0 (C.4)

From the property of the maximum singular value

II, I ' "
' 2 < j(AB) . x C Ct  (C.5)

x 112 x 0

, Substituting (C.4) in (C-5) givesIs II ''" "'
1() 1 2 < a (AB) X x C (C.6)

B1 112 X 0.

If B does not have full rank, _(B) = 0 and (C-1) is trivially satisfied. So we need only to consider B
having rank = n < 1.

Thus B is a linear transformation

4 2.n
B : C on to C (C.7)

and the transformation is many in one and on to Cn. This argument does not hold for n > I and will show
a counter example for that. Now let

BX . y (C°8)

(C-6), (C.7) and (C.8) imply that .,\. -.

a(s) 1 < (AB) Ay C c X  
(C.9)

11 112 0

% Hence

O(B)11 o(A)

y 0 0 11y112 (C-10)

- bwhich is the right inequality of (C-1). .

*% Now let us prove that
• ,,.,a- ',-

o (AB) < j(A) o (B) (C-11)

Nd where 
O "". O

A c C m x n, B C n X X %

4 and with no restriction on m, n and Z.

Pros the property of the minimum singular value, we have -"%

S(AB) < 1A 112 JIBx 2 xE C (C.12)

4w%, 1 11 2 x 0

Therefore "I' .
E(A)I A i
() 112 -- 2 = o(A) a (B) (C.13)

11x 112

~5~*?
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which is (C-11).

TProperty (C-2) can be proved in the same way by considering o(BTAT and bearing in mind that
o(A a =o(A). This completes the proof.

To show that (C-1) or (C-2) does not hold for n>9. or n>m, respectively one only need to consider,
say, A =(1 2 ] and B - [1 01T.

APPENDIX D

Ignoring the noise terms in equations (3) and (4), arrange the matrices A ,Bp and Cp as follows
p p p

A1
1 0 B

A p A 2  Bp B 2  Cp [C C 2 .. ( D-1)

0

A
Ln Bm

where

0 1  C . . ..

2D2
Wi -ci'ijbi*** m0 i D2

The subscripts n, m, andt indicate the number of states, number of inputs and number of outputs respectively.
It can be easily shown that

*H ~.(a) - C (sI-A) B
p p p p

.C (sI-A) B1 + C (sI-A) +C(sI-An Bn (D 3)

where
B ci b cb

Ci (sI-Ai) -l = 2 " i i

nb c b c b I(D-4)
i it il it 12 ... it ij

and where

No rom 8 =2 + 2ciwi-h,2 (D-5)

No rmequation (D-3) and (D-4) H (s) can be written as
p

H (s) s N(s) (D*6)4=, p
d (S)

where

d(s) it n (D. 7)

and N(s) is an t. x m matrix.
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Case P1 P2 ,
P r

1[1 0.725 0.937 -0.061 4.78 . "-

2 3 [11 0.703 1.59 -0.058 4.73

L [jw4+0.5] 0.558 1.27 0.011 4.94

25 -. ..-

0 c -0.684 1.77 0.017 4.87*b.

Tab.le 2. Results for Example 1

Standard LQG Design

Q diag (0.0,0,10,10,101 R diag (0.C1, 1.00)..

Kalman Filter Poles Design Poles Residual Poles

1115, 4)

0.0863 1.6706 0.2930 1.8435 -0.0204 9.1112
0.1643 2.9428 0.2194 3.6796
0.1151 4.1387 1.0000 0.8831; 11.252

LQG With State &Control Weighting

po50 30 25-.

- diag (0,0,0, oW4, 1 +3 j-;-- diag (0.2(js62) . O.
2

(jw+2. 1))

"...-'-° .-

Qi - (0.0,0,0.0.0.,,,.0.16.0.1764) R1  diag (0.04, 0.04)

N -10,0,0,0,0,0,0,0,0,0.080.0841 .

Kalman Filter Poles Design Poles Residual Poles ddti-a-''-

.I) w -

0.1113 16907 0.2232 1.7443 0.0071 9 .2495 1.000 1.3196
0.1617 29384 0.2944 3.23140 1.000 1.837
0.1169 4.12093 0.2171 4.5719 1.000 3.457'

1.000 3.6R"~
1.000 4.2942

Tab le 3. Results for Example 2

.9lli i . i
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THE DESIGN, SIMULATION AND DEVELOPMENTAL TESTING
OF THE SPACE SHUTTLE DATA BUS SYSTEM

BY
ALBERT J. SHAPIRO 0 0
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150 TOTOWA ROAD
WAYNE, NEW JERSEY

07470A UNITED STATES

SUMMARY

The modern aircraft or spacecraft carrying an ever increasing quantity of sophisticated
* digital avionics can no longer utilize bundles of cables for interconnection purposes.

Instead the time division multiplexed Data Bus System (DBS) has become the accepted
technique for data transfer, significantly reducing wiring weight and complexity while
increasing the integrity and reliability of signal transfer. This trend is exemplified " li
in the B-l, F-15, F-16 and Space Shuttle Orbiter all of which use a multiplexed digital
DBS.

.- The result of current LSI and future VHSIC component technology is to develop avionics
.. of greater information throughput capability operating at higher frequencies yet

achieving tenfold packaging densities. The aircraft or spacecraft designer faced with
, demands to add more mission and/or furftional capability capitalizes on the above

mentioned trend by adding more avionics to the vehicle thereby increasing the demand on
the DBS to provide a high integrity interconnect with no degradation to the intrinsic

*. avionic capability. The Space Shuttle Orbiter having 5 10 Processors (computers) and %
over 400 elements of avionics dedicated to interfacing via 24 interconnecting data
buses is an example of this trend. r-%

This paper describes a suggested sequence to be followed in the design, development,
analysis and simulation of a digital DBS. It discusses the computer
modeling/simulations performed and the hardware verification test results obtained on Uf"

elements of the Space Shuttle Orbiter data bus. It also describes a number of specific
modules developed for the Space Shuttle. FIt concludes with a discussion of
MIL-STD-1553 Remote Terminal Bus Controllers (RT/ in operational use by the U.S.A.F.

1. INTRODUCTION

The designer of Guidance and Control systems for large space vehicles will no doubt use
multiplexing technology for digital data communication between the elements of the
system.

Multiplexing the digital bus provides many advantages: (See Figure 1)

- Minimum weight
- Fail-safe redundancy and reliability
- A high degree of immunity to spacecraft self-generated noise and external EMI
- High data rate throughput ,:*0 ,
- Standardized interface
- Ease of checkout and reconfiguration.

In addition, the -e of the DBS is such that the designer can analyze and perform
computer simulat -redict system performance prio to hardware fabrication.

j'-" Recognizing the ntages, specific activity to establish a Multiplexed (MIX)
Data Bus System ' gan in early 1968 when the Aerospace Branch of the Society
of Automotive Engir 3AE) set up the Multiplexing for Aircraft (SAE-A2K) Committee
made up of members tron industry and the Department of Defense. The output of the--r

'.. efforts was a report which became the basis for USAF MIL-STD-1553 which was first
>- issued in 1973. The Space Shuttle, B-1 and F-15 MUX developments were started before
,,, MIL-STD-1553 and were carried on during the period of its development by the SAE-A2K-

group. The F-16 was the first aircraft to have MIL-STD-1553 requirements applied to
i*. it. . .

Subsequent revisions to this military standard have been generated, the first,
MIL-STD-1553A was issued in 1975 and represented a common U.S. Air Force and Navy

s:'- :osition. As applications of MUX grew, a number of difficulties appeared in the use of - '"-

this specification. A new task force was created by SAE and using inputs and comments .. .
rom the three services, foreign users and industry, they issued a new document,

4' MIL-STD-1553B in late 1978. The essential function provided by MIL-STD-1553B is to % % -
% establish standards for information transfer fo'mats and electrical interface .

parameters.

In the sections to follow we will describe the design sequence, technical
considerations and methodology typically employed in the development, analysis and
simulation of an avionic Data Bus System (DBS). .-. '.
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The design procedures discussed are equally applicable to applications using the MIL
standard or a unique MUX system. The sequence commences with a discussion of the role
of the Data Bus System designer.

2. SYSTEM DESIGN

The considerations which dictate the design choices can be divided into those dictated O •
by the vehicle configuration (which lead to the data bus specifications) and those
which constrain the specific design of the data bus itself. Figure 2 attempts to show

, this separation in terms of the responsibilities of the Avionics System Designer and
the Data Bus Designer. The figure also outlines the key steps in the evolution of a
data bus design which will be discussed in Section 3.

* We will first discuss the task of the Avionics System Designer and the information

which he must generate and provide to the Data Bus Designer. 0 ":O

Prior to the existence of MIL-STD-1553, the system designer was required to develop -
architectural parameters of the bus such as:

o Signal Format
- Waveform

* - Synch Format

O Signal Characteristics
- Signal Levels .

- Data Rate
- Cable and Cable Impedance
- Placement and Number of Stubs

o Word Content (Number of bits, synch, parity)
- Command Words
- Status Words " -4.-
- Data Words

o Hardware Characteristics
- Impedance
- Function
- Response Time

The availability of MIL-STD-1553 A/B, if deemed acceptable for the intended
application, significantly simplifies this initial phase inasmuch as it predetermines,
by standardization, many of the essential characteristics of the DBS hardware and "'
software.

e.. Each DBS design is unique because each vehicle and its avionics suite is unique which
still requires that the Avionics System Designer specify: . - '

o Number of Terminals - A detailed analysis of the bus traffic anticipated, the
quantity of avionics required and master/slave relationship of the terminals ..
is required. The degree of redundancy (as it relates to the Data Bus and the
onboard avionics) must also be reviewed. .

0 Physical considerations - The physical configuration of the spacecraft or ' %
aircraft must be examined to establish the dimensional characteristics of the -
Data Bus. The cable routing must consider:

a. Physical security - The cable run must be protected against accidental
i.% or hostile damage.

b. Temperature - Electrical and redundancy considerations may require .

routing into areas of severe thermal extremes limiting the ability to '.""',
provide couplers/bulkhead connectors capable of operating in the -
environment. "O" .O

c. EMI - Cable routing trade-offsmust consider the EMI environment likely - " '
to be experienced in various areas of the vehicles. The EMI environment
near powerful radar transmitters or prime electrical power generating
equipment may likely impose a severe electrical problem to the equipment
designer. %

d. Vibration - The Space Shuttle data bus terminal receiver in the Solid
Rocket Booster required unique mechanical characteristics to meet the .- - -
vibrat ion environment.

e. Electrical line length - Together with the implied consideration of -.
bulkhead connectors, very long cable runs affect the impedance, line
loss and reliability of the Data Bus. Additionally, the use of Data Bus
Isolation Amplifiers may be required to extend the bus for very long
runs and/or to accommodate dynamic reconfiguration of the system. 0 0.

. \.4 ,
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0 Data Bus Characteristics.

a. Detailed analysis is required to determine whether to use a time
division command/response multiplex data bus like MIL-STD-1553 or a
unique data bus protocol for the intended application. The availability
of hardware and software to implement MIL-STD-1553 leaves little reason
not to conform to the Standard, unless the required data/message rates.0 -6
or other compelling needs cannot be met by MIL-STD-1553.

b. The Word Error Rate (WER) at specific noise levels, type of cables,
noise levels and the EMI environment must be defined.

C. The trade-offs of single or multiple clusters considering data rate
prioritization, data traffic patterns and fail safe factors must beevaluated. ""O

Allowance for expected growth in avionics is an essential consideration. Recognizing
4 the lengthy time scale for the development of a spacecraft or aircraft weapon system

and the ever changing developments of new avionics (i.e., EW, JTIDS, GPS) it would be
irresponsible to not provide for planned growth in the system design of a DBS.

Another trade-off that must be considered is whether to have a single MUX terminal
design to be used for all (or most) terminals. This imposes the problem of designing a l ie
MUX terminal capable of satisfying the sometimes conflicting electrical and physical
requirements of many subcontractors. A common MUX terminal does enable the one time
development of dedicated VLSI, common microcode and a maximized performance that is
completely characterized. The use of a single MUX terminal design can and has been .
successfully accomplished specifically on the Space Shuttle. However, schedule
constraints, GFE vs. CFE, defining clear contractual and technical responsibilities,
packaging and power considerations may preclude this choice.

Based on these overall considerations, the Avionics System Designer generates the
specifications for the Data Bus Designer who now must translate this specification into

' the Data Bus System (DBS) hardware. This is discussed next.

3. DBS DESIGN APPROACH

Having been given the System Designer's Specification, the DBS Desiqner must still be
concerned with many facets of the DBS system design which remain unspecified. He must . 9I,'--
be cognizant of the bus structure, i.e., single level or multi-level, of the network
configuration (star, ring or string bus are the most popular) since the reliability of
the bus network is influenced by the topology and the control configuration
(centralized, federated or decentralized) as an intertwined entity.

The typical network configurations are illustrated in Figure 3. Star configurations
are frequently used where network control is located in a central node. All routing of
network message traffic is from the central node to outlying nodes or from an outlying
node to the central node. The star network is optimal when the bulk of communication
is between the central and outlying nodes. When data traffic is high between the
outlying nodes the central node is excessively burdened.

The ring configuration is arranged to form an unbroken circular configuration.
Transmitted messages travel from node to node around the ring. Each node must be
capable of recognizing its own address and in addition serves as an active repeater to
retransmit messages addressed to other nodes. Failure of a node, adding a new node or - t.
any other break in the ring configuration will often cause the network to stop
functioning. It is possible to provide for bypass of failure points but only at the
cost of increased repeater complexity at each node.

.' The string configuration shares a single physical channel (bus) via cable linkages (bus
couplers) or connectors. Messages placed on the bus are transmitted to all nodes. Allnodes are required to recognize their own address in order to receive transmissions.
Since the nodes are passive, network operation is inherently resistant to single point .. O
node failures.

Bus network performance is determined by bus bandwidth, number of nodes connected to
./. each bus, bus access protocol and by system timing constraints and average and peak bus

user traffic rates. This analysis is made significantly simpler for buses that are to
be MIL-STD-1553B compatible. For these systems one can quickly compute the average bus.4- loading by considering the: ... .

- message/type
- words per message
- overhead associated with each message type
- overhead associated with node codes

*. - intermessage gap
- average response time
- overhead associated with non-stationary master bus controller passing.

O. .
Systems that are not MIL-STD-1553B compatible must first have established message
protocol, message and word constructs and transmission rates before a similar
calculation can be made.
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% Another aspect of data bus mechanization to be meshed with these system considerations
is error management. The ability of the DBS to identify, determine the cause and
achieve corrective actions of failure conditions, regardless of whether they are

.%', problems peculiar to the data bus or to an interconnecting subsystem are also part of
DBS design analysis. It is the system designer's responsibility to establish the
reponse to any error condition that may be recognized.

To achieve the proper functional partitioning of a data bus system requires the system
%.- integration knowledge, experience, and an understanding of how this can be applied to

the data bus system architecture. This integration must be viewed from an overall
integrated approach rather than from a conglomeration of individual sensors, controls
and displays. Achieving this integration requires detail interface definitions and - .-
detailed information flow analysis. Before establishing a specific topology or control
method, the detailed functional flow and message definition should be developed. It is
at this time that the functional partitioning philosophy is utilized. A DBS may be
partitioned by function (navigation bus, etc.) or by redundancy requirements
(separation of redundant elements) . Implementation of the redundancy philosophy
provides improved autonomy and failure protection. However, it may create increased

P traffic between bus systems and therefore require more time for messages to pass from - .
- one bus to another.

It is also necessary to specify the data bus characteristics with regard to:
- cable type including specification of capacit nce, twisting, shield coverage "
- cable characteristic impedance (typically 70 o.ms @ 1 MHz)
- cable attenuation (typically 1 to 2 dB/100 ft)99
- cable termination (provision for termination of the cable at both ends withS its characteristic impedance)
- cable stub requirements - either direct coupled or transformer coupled stubs

are possible. The maximum stub length should be specified. Stub clusters
(close spacing of stubs) should be avoided. Also the length of individual
stubs should be minimized.
impedances induced by stub linkages and by the terminal load. These
impedances are critical since it is desirable to minimize reflections caused . .
by transmission line mismatch while simultaneously maximizing the signal
power to be delivered to the terminal receiver input. --- "
bandwidth of transformer for stub linkages to maximize waveform fidelity.

Now that the designer has defined a first cut of the electrical characterization of the
DBS and the hardware elements, he can proceed to the task of analysis and simulation by %
developing models of each bus element. Typical models are discussed below.

" A DBS - Figure 4 illustrates a typical string network with transformer type
bus couplers located at various nodes along the bus, with bus termination
resistors at both ends, and with terminal receivers located at each stub.

o A transmission line - Figure 5A shows generalized equations for modeling a
lossy transmission line with its distributed parameters. These equations *.

describe the incremental voltage and current propagation along the line and ,2. '
the line characteristic impedance and propagation constant. 2

" A model of a Data Bus Coupler - Figure 5B shows a bi-directional circuit
which connects the data bus to a stub. The model consists of a transformer
model plus series resistance, Rs, representing the internal discrete
isolation resistors.

. " The Terminal Receiver (TR) (transmitter mode) - Figure 6A is an equivalent
circuit of the terminal receiver when transmitting and looking back into the

, output transformer. The active components in the circuit model have been
linearized to simplify the data bus simulation.

" The TR Input Impedance (receiver mode) - Figure 6B shows a terminal receiver ."- .". . .
model looking into the receiver transformer with capacitive and resistive
loading to account for the effects of the turned-off transmitter, filter
input loading and clipping network loading. ...

0 The TR input filter characteristics - Figure 6C shows a mathematical
representation of the frequency domain model which includes the input d..

transformer, a 6-pole low pass Bessel filter and a 2-pole high pass filter.

d eThe ultimate measure of data bus performance is its word error rate (WER) which is
defined as:

Sync Misses + Bit Misses + Undetected Bit Errors
Number of Words Transmitted

For the purpose of WER performance verification a Sync Miss is defined as the inability
to declare a valid sync (start reception) when a valid sync is known to have occurred.
An Undetected Bit Error is defined as an undetectable error of finite but very low O
probability which can occur despite detection of a valid sync and no Bit Missi nd ica t ion. .:,,.,,,,,,,



This error rate is fundamentally dependent upon the ratio of the signal energy to the
noise energy at the input to the terminal receiver. The system designer's objective is
to maximize this ratio by minimizing the signal losses and the noise levels over the
data bus. A reasonable design strategy is to define a design point (signal level and
noise threshold) for receiver performance. The DBS designer must now adjust his design
parameters to assure that a satisfactory margin of safety exists above the design
point. In general, the designer will: O S

- limit the cable length, stub length and number of bus couplers
- increase the required transmission voltage to its largest practical level
- establish reasonable constraints on the transmitter's rise and fall time
- assure that the cable is terminated with its characteristic impedance.

Using the lumped parameter models for bus couplers, the terminal receiver, the terminal
transmitter and a reasonable value for line attenuation the DBS designer must verify 0 "
that the signal strength satisfies the desired margin of safety requirement at each
terminal receiver for all data bus configurations. Next, the DBS designer should
prepare an analysis of the expected bit error rate at the system design point. After """"'"'
determining that the signal strength satisfies the design requirements the concern is - - "

., for waveform fidelity. Using the lumped parameter models previously developed and the
*- distributed parameter model for the transmission line, the designer analyzes all data -° .-

bus configurations and substantiates the adequacy of waveform fidelity. In this
regard, experience on the Space Shuttle Program has revealed the following guidelines ' .. ,
for improved waveform fidelity and thereby optimized WER performance: -6

- Avoid locating stubs in clust'ers (less than 1 foot apart) . The problem with %
4 clusters results from reflections from other members of the cluster. These

reflections tend to distort the receiver waveform.
- Avoid wide variation of stub lengths.
- Error rate is very sensitive to bus complexity (i.e., the more complex the

more distortion).

At this point, the designer has verified performance and has a final electrical
characterization of the DBS system and its hardware elements. Specifications for the
hardware development can now be released to the MUX hardware designer who will usethese DBS parameters for selecting the detector algorithm and threshold to achieve the
WER.

After the hardware design details have been established the DBS designer can perform
the analysis and verification of the DBS performance. This is discussed -n the next
section.

4. ANALYSIS AND SIMULATION

DBS performance (allowable WER) in response to nominal and worst case conditions of
signal amplitude, rise time and fall time, bandwidth ambient noise are now to be
analyzed and simulated. To accomplish this it is necessary to create a more complete OS
computer model.

In addition, it is necessary to have knowledge of the terminal receiver threshold ..
detection circuitry, filter characteristics and detection algorithms discussed earlier.

To establish confidence in the computer simulations it is desirable to build an actual %
breadboard model which can represent an anticipated worst case bus configuration. This -'--"'
model will enable, by test and measurement, the verification of computed waveform k.'t I ,

, . fidelity at selected terminal receiver locations and system WER performance.

A block diagram of a DBS Test Configuration is illustrated in Figure 7. Similar test
,SE

4  
configurations were built on the Space Shuttle program and proved to be vital to final

/. refinement of the computer simulations, to establishing confidence in these simulations
• and also for WER screening of all production hardware. The Data Bus Controller

.% simulates actual bus transmissions and allows for the variability of transmission
parameters such as signal amplitude and signal rise and fall time. Additionally, it 'S S
provides a compatible interface for the Host avionics side of the terminal receiver ..-.. .

.-. ~(MIA)* to enable the extraction of the received data and the subsequent comparison with
the transmitted data. The transmitted data is routed to selected stubs in the bus

"j*. configuration that is being modeled. The signal at a selected stub location is mixed
.p , with band limited Gaussian white noise in the mixer and the combined signal goes to the

.-. terminal received (MIA). By judicious control of signal characteristics and RMS noise -
levels parametric studies of WER were performed.

Figures BA, 8B and 8C illustrate the close correspondence actually obtained between the
... terminal receiver waveforms generated by computer simulation and by measurement (inset

on each figure) for several bus configuration and stub locations.

Once confidence has been established in the computer simulations via hardware
- verfication, it Is reasonable to perform additional computer and/or hardware studies of

'-" the effects of parametric variations of signal amplitude, system noise, terminal
receiver bandwidth, terminal receiver thresholds and signal rise time on Word Error
Rate (WER).

-. Terminal Receiver nomenclature for Space Shuttle
Applications is "Mutiplex Interface Adapter" (MIA).



This was done on the Space Shuttle program and Figure 9 illustrates the anticipated
* *%. performance for representative conditions. For each threshold voltage the lozenge

bounds the WER expected for the given variation of signal amplitude and noise level.
As shown, for measurement errors within the bounds given for signal and noise the WER
rate will vary several orders of magnitude. Figure 10 compares WER results observed by .-
computer simulation and by hardware verification testing. At any signal to noise
ratio, the results correspond within one order of magnitude. This is well within the " O
uncertainty possible because of measurement errors and the tolerance of the operating
point (bandwidth and threshold) of the device under test.

Use of these computer simulations will provide advance information on the adequacy of . -.
the DBS design or of the need to make design changes in order to meet system

... requirements. In either event, these results are invaluable and do result in a fully
defined and analyzed DBS.

5. HARDWARE ELEMENTS OF THE SPACE SHUTTLE DATA BUS

The Space Shuttle and its payload are equipped with highly integrated avionics, the
whole of which is tied together by a system of 24 multiplexed data buses. Sensor -

outputs and controller commands are converted to digital format and transmitted as
serial bit streams on the Data Bus System. The Serial Multiple Interface Adaptors .'.V. .'-
(SMIA) provide the electrical transformations needed to couple the host avionics to the
common bus. O' "

The Space Shuttle was the first operational flight vehicle to utilize a digital data
bus flight controls systems mechanization and a single design SMIA. There were i0
different hardware items supplied by 8 different companies which used the Singer
Kearfott SMIA modules.

*: " Aside from the shielded twisted-pair cable, the other basic element of the bus network =" .- '- -

is the Data Bus Coupler (DBC) which effects the connection between the Data Bus and the @O' 0@
SMIA.

..I. ~* Another important module used in the Space Shuttle DBS is the Data Bus Isolation
_- • Amplifier (DBIA) which provides bus to bus isolation and acts as a repeater for special

portions of the DBS. In particular, it services the SMIA in the Solid Rocket Booster
.'-. (SRB) and allows separation of that unit without affecting the remaining DBS.

The block diagram of Figure 11 depicts these essential elements in their relative O' .
electrical relationships. The 5 10 Processors (computers) are shown interfaced to the
vehicle subsystems over 24 data buses. The Shuttle subsystems are connected to the
data buses by multiplex/demultiplex (MDM) units (and other terminal units) which
utilized the single design SMIA for coupling to bus. The total numbers of each module
of the DBS are:

Single Multiplex Interface Adapter (SMIA) - 99
Dual Multiplex Interface Adapter (DMIA) - 60
Solid Rocket Booster 14IA (SRB-MIA) - 8
Data Bus Coupler (DBC) - 222
Data Bus Isolation Amplifier (DBIA) - 2

The reader now being aware of the large number of DBS hardware elements, and the high
quantity of Space Shuttle avionics being interconnected can better appreciate the
critical need for a timely and detailed simulation program of the type described
earlier. O " .

Each of the DBS modules is discussed in turn below.

Serial Multiplex Interface Adapter (SMIA)

The SMIA is the interface device which provides electrical and data format
compatibility between each avionics box and the common data bus. Specifically, it is
contained within the particular host avionics unit LRU and provides the following O S
functions:

a. Si nal Interchange - Receives data and command signals from the multiplex
an an transfers them to the Host subsystem. Additionally, receives

data and common signals from the Host and transmits them onto the multiplex
channel.

b. Signal Format Conversion - Decodes Sync and Manchester Data to NRZ and -So--
S~ ecds NRZ data format to Manchester format.

c. Timing and Control - Generates the sequence signals necessary to execute,
transmit, receive and transfer functions. Additionally, it accepts
host-generated control sijnals.

d. signal Errors - Provides indication of parity, bit count and non-valid
Manchester code errors. Design opitimized for control of detected error rate S S
of 10-8 and undetected error rate of 10-36.

• .. ° . .
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e. Redundancy - Provides redundant control over transmitter to prevent runaway.

The SMIA is contained on a 4.4" x 2.5" x 0.4" board (see Figure 12) which is mounted
' within the host box. It weighs 0.3 pounds and dissipates a total of 3 watts.

,' Figure 13 is a block diagram of the SMIA. Its prinicipal elements are described below.

a. Receiver 0 0
* The receLver, which accepts a Manchester coded signal from the data bus, consists of a

band-pass filter followed by a detector. The filter is designed to reduce signal
bandwidth thereby achieving a high degree of noise rejection.

b. Transmitter
The tfansmitter receives data from the host LRU and converts it to Manchester code.
This data is shaped to control the proper rise and fall times, then amplified and
transmitted. To turn on the transmitter, all signals must be present, thus providing "
redundant control and fail-safe operation. These are transmitter enable and internal

'" logic control signals. Absence of any of these signals will inhibit the output drive '
circuit. This prevents an output from appearing on the data bus during powersequencing and prevents transmitter run-away.

c. Decoder
The Decoder located in the EDC receives a detected signal in Manchester format from the ....

output of the Receiver, converts it to NRZ format and transmits it to the Host. O

A second output of the decoder is a 1 MHz shift clock pulse derived from the input ..-
*- Manchester code to control the transfer of the NRZ data to the Host.

. -. The DMIA is a specially packaged version of the SMIA, being two MIA's on one board.
".,, This was needed to meet specific requirements of the Input/Output Processors (IOP).Each MIA of the DMIA is electrically identical to the SMIA.

The SRB-MIA's are also specially packaged versions of the SMIA. In this case a larger
heat sink and a more rugged structure were used to accommodate the environment of the

.- Solid Rocket Booster.
T.4°

* DATA BUS COUPLER (DBC)

The DBC unit shown in Figure 12, provides the Space Shuttle with a small, compact, data
coupler specially designed, built and tested to meet the requirements of the Space
Shuttle Data Bus. This unit couples the Shuttle's time-division multiplexed data and
control signals between the main bus and the cable stubs connected to the MIA's in the

%.%. various avionic units of the Space Shuttle.

The DBC consists of a specially designed isolation transformer, two isolation resistors
of controlled resistance and inductance and a termination resistor. With these
components the DBC provides impedance transformation, dc isolation, common-mode and
differential noise rejection, line termination capability, and protection against
shorted-stubs affecting the main bus signals. The DBC size is 1 x 1 x 0.9 in. and
weighs 0.25 lbs. %

DATA BUS ISOLATION AMPLIFIER (DBIA)

The DBIA shown in Figure 12 provides bi-directional communications between the Space
Shuttle Orbiter Bus and both the Solid Rocket Booster (SRB) and the Ground Support ....

Equipment (GSE). Its block diagram is shown in Figure 14. There are two isolated
independent half-duplex channels each with a separate dedicated power supply. It
interconnects two 300 foot party line buses and can drive a 600 foot cable to the GSE.
The DBIA provides complete isolation between the Space Shuttle DBS and the SRB and GSE

e .: buses so that no perturbation is reflected back into the Space Shuttle DBS. The DBIA -"

i" is contained in a 8.5" x 7" x 3" enclosure and weighs 7.5 pounds.

6. MIL-STD-1553 COMPATIBLE HARDWARE _O O

Electrical bus parameters and the data bus waveform of the Space Shuttle when compared
to MIL-STD-1553 are quite similar in many characteristics but have several significant
differences. Table I details some of these differences.

TABLE I.
SIGNIFICANT DIFFERENCES SPACE SHUTTLE ORBITER VS MIL-STD-1553B * '-O

CHARACTERISTICS SPACE SHUTTLE MIL-STD-1553B

WORD LENGTH 28 BITS 20 BITS
GAP BETWEEN WORDS YES NO
OUTPUT VOLTAGE 24-30V P-P, LINE TO LINE 18-27V, P-P, LINE TO LINE -
RISE AND FALL TIME 150 +50 NS 200 +100 NS
INPUT IMPEDANCE >6 K ohms >1 K-ohms
INPUT COMMON MODE REJECTION T32V PK, LINE TO GND ;10V PK, LINE TO GND 0, "
INPUT SIGNAL RESPONSE RANGE 6.6V TO 15V PK, 0.43V TO 7V PK,

LINE TO LINE LINE TO LINE
WORD ERROR RATE (WER) 3 X 10 - 7 @ 4.OV P-P 10- 7 @ 2.1V P-P

AND 300 mV RMS NOISE AND 140 MV RMS NOISE
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With the advent of MIL-STD-1553, the data bus designer is required to consider more,
than the simple transparent data word decoding, validation and encoding performed by
the MIA as described in the previous section. A MIL-STD-1553 MUX terminal is required
to function as a Remote Terminal (RT) , or a Bus Controller (BC) , or a Monitor or any

.P. combination there of. Hence, not only must a -1553 MUX terminal perform the same%e" r" front-end decoding, validation, and encoding, it must, in addition, decode the contents
of the receivcd command words, data words and status words to determine the required 0
actions. These actions vary as a function of the MUX configuration, i.e., RT, BC, or

.%" Monitor. For example, if the MUX is configured as an RT and receives a comrand word it
• "must;

O Decode the command word and verify the RT's terminal address

o Determine whether to transmit or receive the given messaye

O Determine the number of words in the message.

In addition to transmitting or receiving data words, the -1553 MUX RT unit will respond
with a specific status word. These protocol functions require the designer to consider
the use of digital logic circuits coupled to the front-end MIA that are capable of
making the required protocol decisions. The fully compatible -1553 terminal discussion
that follows addresses this requirement in detail.

The present day DBS designer developing a -1553 compatible bus has available a number
of architectural and hardware options. For example, Singer-Kearfott has developed a
multiplexed terminal unit of universal applicability for use in avionic LRU's. The
MIL-STD-1553 Bus Controller and Multiplex Remote Terminal (BC/RT) Module utilizes high
density microcircuits and a flexible two-part architecture which is virtually
independent of host peculiar requirements, and is therefore usable in a wide range of
applications with little or no modification. It is designed to be located in the host
LRU since the entire module is packaged on a single card and requires less than 10 O. .
watts in most applications.

The BC/RT can operate as a controller or as a remote terminal. The mode of operation
is selectable by a Master/Slave logic signal or via the -1553 mode command for dynamic
bus control transfer.

When designated as a remote terminal, the BC/RT is responsive to all -1553A and B
command-response requirements. When designated as a bus controller, the BC/RT O .
initiates and supervises all data exchanges over the dual redundant -1553 serial data
bus. Data storage and retrieval at the host parallel data bus is via direct memory
access.

Features include:

a. Packaged on a single card module

b. Performs as a Bus Controller and/or Remote Terminal capable of executing
-1553B Mode and Illegal Command Word Processing

c. Contains separable Word Processing and Message Processing/Microcontroller-.- ~~~sect ions. --- ,'-

d. Word Processing section:

O Transparent interface for -1553A or B compatibility " -O

0 Interfaces with dual redundant MUX buses. Performs all fast respon!;,
front-end channel functions, including word validation, and command and
data word detect and decode.

I:%, Provides all necessary parallel data with the sense and control signals
required by the Message Processing/Microcontroller section. 91

'"e. Message Processing Microcontroller section:

O Transparent architecture for interfacing with various hosts including
those with microprocessors

o Programmable

O 16-bit bidirectional data bus

% O 16-bit address bus " - . .

o Direct Memory Access capability to interface with host microprocessor

o Provides memory protection and ability for indirect addressing of host
main memory. 0" 4O.1

Figure 15 is a block diagram showing the two part architecture of the BC/RT and
identifying the large number of functions which are packaged on the single card by the
optimum utilization of LSI technology.--
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Communication with the host is via a 16-bit bidirectional data bus. A 16-bit addr_: ;:;
bus and direct memory access circuits perform the functions of storage and retrieval ()I
data to-and-from host memory. Other significant circuit elements are a 16-bit terminal
bus for fast response data manipulation and transfer, and the -1553 Status Word and
Last Command Word registers. In addition, an on-board scratchpad register and
incrementer are provided.

The BC/RT design has been packaged in various configurations for utilization in the
F-111 Weapons Navigation Computer (AYK-18) , B-IB Data Bus Multiplex Interface Module
(MIM) and the U.S. Army's AN/ASN-137 Doppler NAV system. Figure 16 is a photograph
showing each of the above mentioned terminals. Physical size varies from less than one
ATR to a full ATR card dependent on complexity of the message processor, cooling
characteristics and the type of componentry used (DIPS or Flatpacks).

The MIL-STD-1553B BC/RT section of the F-1ll Weapons Navigation Computer successfully 0 0
completed U.S. Air Force SEAFAC (System Engineering Avionics Facility) testing at
Wright Patterson AFB in May of 1983.

7. FUTURE TRENDS

The next generation of avionic data buses is moving towards a mix of wire and optical
fiber, utilizing data rates of 10 to 20 megabits per second in burst modes. These high 0 ,
data rates are essential for future aircraft, space craft or space stations, and will
exploit the benefits provided by the next generation of digital VHSIC based avionic

-- systems for timing (scheduling of events) , accuracy (freshness of data) , turn around
times, and system-level synchronization. Computations and man-machine interface
decisions will be more efficiently handled, thereby enhancing mission success.

.o Studies are underway by groups such as the SAE AE-9B High Speed Data Bus (HSDB)
Subcommittee. These studies encompass various architecture, topology and protocol 1* O@
candidates. Local Area Network (LAN) architectures based on the International
Standards Organization reference model, the Open System Interconnection (OSI) , are

'"'.- providing a framework for defining the various layers of communication protocols with
', specific functions isolated at each level. One significant advantage to layered

".-' protocols is that differing lower-level implementation details can be hidden, while
.;- compatiblity can still be achieved at the higher levels. The AE-9B HSDB Subcommittee's

goal is to have a "strawman" specification by mid-'84 and a final specification by end
of '86. 0 .

As high speed data buses and local area networks rapidly evolve into our future
aircraft and spacecraft applications the DBS designers and data bus avionic suppliers

,-,- will be challenged to create highly sophisticated analysis and simulation techniques
for early verification of data bus and hardware performance. The work described in

• • this paper will hopefully provide a useful point of departure for these future - -
.I-'" undertakings.
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WHY MULTIPLEXING?

AIRCRAFT WITH MANY WIRES AIRCRAFT WITH 2 WIRES
CONNECTING MANY SYSTEMS VERSUS CONNECTING MANY SYSTEMS

* 0

ADVANTAGES OF MULTIPLEXING

0 Multitude of nterconnecttlg wires replaced with a very small
,numbe of tw sted shieldet pairs.

Standardization of interfaces is promoted.
* System reconfiguration is immensely simplified,
*1Required redundancy is built into system concept.
* System checkout can be accomplished at one point

_ Wiring checkout of the vehicle is simplified since the signals used
for checkout can be the same as the operational signals

FIGURE 1

DATA BUS DEVELOPMENT FLOW
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OPERATIONAL ] SYSTEM
REQUIREMENTS GENERATE DATA BUS REQUIREMENTS DESIGNER
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FIGURE 2
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LOSSY TRANSMISSION LINE MODEL
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-. zo
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T -I(R + jwL) (GjC~ Q

C = distributed capacitance pf/ft
L = distributed inductance nHV/ft

-sG = distributed conductance /Jmho/ft
R = distributed resistance ohms/ft

FIGURE 5A

DATA BUS COUPLER (DBC) MODEL -

AS Al Li R

*L2 CR

1A:1
RS = Internal Series Resistors (50 2+ 50 1)
RI = Primary Resistance
R2 = Core Lass ~
R3 = Secondary Resistance
1.1 = Leakage Inductance

'di 12 = Primary Inductance
C = Equivalent Capacitance

(includes Wind ings, Shield and Stray Effects)

FIGURE 5B3
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TR SOURCE IMPEDANCE (TRANSMIT MODE) MODEL

RR2R3 12 R5

VST= 10;L3 R4

VS = Source Voltage RS = Secondary Resistance
R1 = Source Resistance L2 = Leakage Inductance* *

R2, Li = Wave Shaping Network 13 = Primary Inductance
R3 = Primary Resistance C = Equivalent Capacitance
R4 = Core Loss (Windings, Shield and Stray Effects)

FIGURE 6A

TR INPUT TRANSFORMER (RECEIVE MODE) MODEL

L2 R2

R I= rimryResistance L2= Primary Inductance
AR2 = Core Loss C = Equivalent Capacitance

R3 = Secondary Resistance (Windings, Shield and Stray Effects)
Li= Leakage Inductance

FIGURE 613

1K INPUT FILTER MODEL
R I R2

CT6

*Ri, C£ Filter Input Impedance KS2

R 2 = Output Impedance GS 7~
G(S) = Filter Transfer Function S +K1  2~ *+ 7

FIGURE 6C
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4p COMPARISON OF COMPUTED AND MEASURED WAVEFORMS
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FIGURE 8A

COMPARISON OF COMPUTED AND MEASURED WAVEFORMS
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WER VS SIGNAL/NOISE
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FIGURE 9
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SMIA FUNCTIONAL BLOCK DIAGRAM
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LA CERTIFICATION DES LOGICIELS EMBARQUES0 0

UNE APPROCHE GLOBALE ET PROGRESSIVE

q G. BRACON

Elect ronique Serge DASSAULT
55, Quai Carnot
92214 SAINT-CLOUD

FRANCE

RESUME

La complexit& et Ia criticitg croissante des fonctions assur~es par lea logiciels dans des systa-0 6
mes vitaux pour la acurit6 engendrent undifficile problame de certification de ces logiciels.
Les mfithodes de travail et outils (en particulier de teat) utilis~s A VESD dana le cadre de pro-
jets tels que Ie Mirage 2000, ont permis jusqu'A aujourd'hui d'atteindre un niveau 6lev6 de qua-
lit6 des produits logiciela. Cependant, 15 croissance continue du volume des programmes et lea
fonctione de plus en plus vitales qu'ils exercent, exigent is poorsuite de l'effort entrepris dana
le domaine de l'assurance-qualit6. En particulier, lea techniques de v~rification et de validation
tels qu'sllea sont mises en oeuvre actuellement sont d~crites. Lea 6tudes et d~veloppements en
coors sont ensuite exposgs syatame d'aide I la dafinition des besoins logiciels, systame d'aide 0'34- 0@

aux tests dynamiquss de programmes temps reel, d~finition des mesures de qualit6 qui peuvent ftre
pralev6es en s'appuyant sur un d~veloppement structurE et lea produits formalists qui en soot

* issue.

1. INTRODUCTION

Le fonctionnement d'un nombre toujours plus important de systames complexes repose aur Ilutiliaation
.*des moyene inforuatiques st en particulier du logiciel. Ces systAmes int~grant du logiciel reprfisen-

tent souvent des snjsux tras 6levfs sor is plan 6conomique 00 sur le plan de la s~curitg des personnes
et des nations. Tous lea domaines se trouvent affectas :processus industriels, gestion des entrepri-

.*~sea at administrations, recherche scientifique et technologique, 6ducation, sant6, loisirs maine..
~:= Dana is domains des systames de dafense, la place du logiciel sugmente sans cease. En effet, on en at-

tend l'accroissement de 1'intelligence de ces systftmes, c'est A dire leur capacitfi A mieux exercer de
faqon autonome leurs fonctions de surveillance ou de destruction. Dana ce maine domaine, I'apport du
logiciel intervient soua is double aspect Sconomie et sacuritfi. Le logiciel permet d'accrottre l'effi-

-cacitg des armes, donc d'en diminuer Ia quantitfi A puissance Agale ; ii peu1 aussi permettre, par Ia
sophistication qu'il confare so systaine englobant, une supgrioritfi sur lea forces adveraes qui eat on
facteur de aacuritfi.

~. Cependant, la p~nfitration croissants du logiciel dana des systftmes au caractare aussi vital impose
* .qu'un degrfi'de confiance filevg puisse Otre placG dana ce logiciel. Or, qu'en eat-il aujourd'hui ? La

plupart des logiciela existants prfisentent des lacunes de fisbilit6 sul on fonctionnenent sousS S
contr~ls humain permet leur exploitation sans risque majeur. De ce fait leur utiliation rests limitas
A tous lea cas oft ce contr~ls humain eat faisable. Il sn sera ainai tant qu'il ne sera pas possible
d'o btenir des filfments quantitatifa d'apprraciation sur is silretas de fonctionnement des logiciela. ..

*' C'est donc en ces termes que se pose ls problains de Is certification des logiciela.

*. L'article abordera auccessivement lea points suivants

Qu'eat-ce qua is certification des logiciels ?0

-Qu'apportent lea techniques de l'assurance-qualitg ?

--Qu'est-ce qua Is "fisbilit6 do logiciel" ?

- L'exemple du dfiveloppeinent des logicies Mirage 2000

- La politique de 1'ESD en matiare d'asaurance-qualit& one vole vera Is certification.S

'2. LA CERTIFICATION DES LOGICIELS UN PROBLEME OUVERT

21La certification .
s Dam@ le. divers domains oft des syst~mes accoinplissent des tflches critiques, 11 existe des procadures

forualisgee de certification. Cas procAdures rev~tent des formes diverses et sont identifisea par des0
terminologies difffrentes salon lea contexts, c'est ainsi qo'on paris souvent aussi de qualification. -

S11 convient done tout d'abord de difinir en ganfiral le concept mains de certification, tel qu'il eat
.*P enteindu dans le prisent article.



La certification d'un syst~me, ou d'un sous-ensemble fonctionnellement autonome d'un syst~rme, comprend
l'ensemble des procedures qut permettent de d~montrer que, dans son 6tat final, le syst~me consid~r& ,
accomplira sea fonctions sans mettre en danger la sgcurit6 des personnes et des blens. En ce qui

% concerne lea syst~mes classiques, ces proc~dures ont gsn~ralement atteint tin degr6 de maturit& 6lev6
en revanche, l'introduction croissante de sous-syst~mes num~riques n'a pas au d~but suscit6
d'am~nagement des techniques de certification. Jusqo 'A r~cemment, lea logiciels int~gr~s aux syst~mes
n'affectsient pas de foniction easentielle ; la premiLre r~action a done ft6 de les assimiler sux dis-
positifsasnalogiques qu'ils remplaqaient en leur appliquant lea proc~dures habituelles. Cependant,
avec lVaccroissement du r8le fonctionnel du logiciel et la criticit& qu'atteignent certains sous-
systames num~ris~s, it eat apparu qu'il fallait adapter les ragiea utilis~es en fonction des probl~mes
spkctfiques liLss A cette technologie.

- . 2.2 Lea particularit~s du logiciel

En effet, le logiciel pr~aente deux caract~ristiques qui le diff~rencient des technologies

"mat~rielles", et qut rendent son appr~hension difficile

- La combinatoire de sea 6tats poasibles eat tr~s vite giganteaque ;ceci implique que des essats
exhaustifa ne peuvent tre r~alis~s.

- Lea programmes sont Immat~riels ; a lea textea-aource repr~sentent une description atatique de
ces programmes, en revanche, l.a dynamique d'ex~cution ne peut 8tre dgcrite qu'au travera de do-
cuments ad hoc ; dana IS pratique actuelle, aucun document ad hoc ne permet de pr~aenter de
faqon simple tous lea aspects dynamiques d'un logiciel temps r~el de quelque complext.

De cette aeconde conatatation sont n~es lea id~es suivantes

* - Le logiciel forme un tout qui comprend lea programmes et is documentation descriptive des divers
*points de vue :utilisation, d~veloppement, maintenance lai pr~sence de is documentation eat en
* effet la condition nficessaire A IS visibilit6 du produit.

-La production de logiciel ne paut se r~duire 5 ia programmation, mats doit inclure 1'6tablisse-
ment de documents formalis~s pour toutas lea 6tapes du d~veloppement ;ces documents devront.- .-

permattre une description exhauative et cohifrente de tous lea aspects du produit final et ceci
moyennant des accas faciles aux diversea informationsa ce aouhait l~gitime n'est pas encore
compl~tement satisfait, car il engendre des problames techniques ardua une discipline spfcia- .-

lisle, le g~nie logiciel se consacre A ls r~solution de ces probl~ames.

2.3 Erreura at pannes @

D'autre part, le logicial prfiaente d'autres sp~cificit~s

- Construction puramant logique, ii eat potentiellement dMmontrable", puisque son fonctionnement
nWest pas soumis aux alfias de is physique.

- De par a nature immst~rielle, ii ignore l'uaure et donc lea "pannes.

Ces consid~rations, a priori favorables, doivent capendant Atre tempgr~es.

Hormis en ce qui concerna des programmes de taille tres r~duite at de fonctionnalit& aaaez simple, ii
s'eat avi6impossible Ace jour de d~montrer la validit6 d'un code. En effet, la preuve A d~velopper .

constitue en soi un travail considerable, et du fait de l'exploaion combinatoire des algorithmes
utiliags,s'apparente su problAma du test exhaustif. Par ailleurs, Is preuve de programme impliqu. que
lea specifications soiant parfaitamant mod~lis~es, ce qut eat rarement r~alisE.
Si le logicial na connait pas lea pannes causges par le viailliaaement, en revanche du fait de a com- 5
plexitA, it eat souvant entichfi d'arreurs rfisiduelles (de d~finition, de conception, de codage). Cea
erreurs, lorsqu'allaa sont d~clenchfies, ont des effats comparables sux pannes dana le mat~riel. Enfin,
lea programmes s'ex~cutent dana un anvironnement mst~riel :calculateur, moyens d'entrt-e-aortie ; cet

anvironnement eat sujat aux diversas sources de pannes (usura, conditions physiques de fonctionnement

non nominates, arraurs de conception ou d~fauts de fabrication) qut peuvent avoir aur le logiciel des
cons~quences catastrophiques.

.2.4 La certification appliqu~e au logiciel

-. De tout ca quf vient d'Cetre dit, 11 apparsit qua IS certification du logiciel a une raison dl'gtre, at
qua lea proc~sdures habituellamant utilist-es pour d'sutres technologies doivent au minimum tre
adapt~es.

Puisque 1'exhaustivit6 du teat de certification eat exclue, ii convient de combiner deux approches '
- L'application de s~ries de teat qui sont soigneusement 6tsblies afin Vtitre repr~sentatives tant

du fonctionnament normal du syatama, qua des anomalies suaceptibles de se produire.[SOR 79]

*- La contr8le qu'un certain nombre d'op~rations de "fabrication" du logiciel ob~issent i des cri-
tares raconnus pour contribuer A la qualit du produit final (ou du momns A ceux de ces crit~res
qut int6ressent is certification, en particuliar IS s~curit6 de fonctionnement). 11 faut door
orientar pour una part is certification du logiciel vera IS v~rification du respect de proc~du-
rea au long du d~veloppement. Cetta v~rification ne peut pour 1'instant a'appuyer que Sur des

* critares qualitatifs an majorit6. T1 importe capendant de progresser rapidement dana IS vote des
* Tucaures objectives, car "masurer c'eat connaltra" il n'eat ps de technique mature ;ans m~tro- 5

logic 6tablie.
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3. L ASSURANCE-QUAL.I'VE DI L.OGIC I El

Le r8 le de l'assurance-qualitt dans la cert if icat ion du logic iel ayant 6t ident Ifi~ I (-11vi 11t
d'expliciter ce qu'est l'assurance-qualit6, et quelle est son Influence stir les problc mes I t6s ;l a
certification.

3.1 A-ssurance-gualitC et contr~le-qualit6 [LAW 811

Si le concept de contrle-qualit6 est bien 6tabli dans l'industrie, celul di'assurance-qualit6 l'est
beaucoup momns. Cependant, la litt~rature am~ricaine et les performances japonaises ont mis 3 la mcde
divorses approches que V'on peut classifier comme participant plus de lassurance que du contr~le de

%: la qualit6. En offet, alors que le contr8le-qualit6 a pour objet la v~riftcation apr~s coup de la
conformit& d'un produit i des specifications (fonctionnellos, technologiques, d'environnement, de
normes...), l'assurance-quaiit6 se propose de garantir et vgrifier progressivement 1.1 qualit. dVon
produit au cours de son 6laboration. [RGA 82]
D'autre part, alors que le contr~le-qualit6 est le fait d'une 6quipe sp~cialisle dans cette funiction,
l'assurance-qualit6 implique 1e personnel productif. En effet, si les dispositions g~n~rales visant A
l'obtention de la qualit6 rel~vent d'un groupe de sp~ctalistes, la construction do la quialitt rel~ve
essentiellement de l'6quipe de r~alisation. La construction do la qualit6 est la mise en oeuvre, dans
le cadre d'un projet, des dispositions g~n~rales et particull~res d'assuranco quralit6 elle est done.
d'autant plus efficace qu'olle est totalement int~gr~e A la production. Do ce fait, l'implication des
6quipes op~rationnellos dans Is garantie do la qualit6 est 6videmment plus forte, et la motivation g6-
n~ralo s'en trouve am~lior~e. Ce typo de proc~dure suppose n~anmoins que los op~rationneos soient suf-
fisamment form~is i la qualtt6.

En ce qui concerne le logiciel, il faut 6galement remarquer qu'il n'est pas le rgsultat, contrairement
AIa majorit6 des autres produits indUstriels, d'une production de sgrie, mais au contrairo qu'il-.-
s'agit en g~n~ral d'une production individualis~e. Par cons~quent, l'id~o de contr~le a posteriori

s'av~lre peu adapt~e :rentable si elle pr~sente uin caractere r~p~tttif, l'op6ration do contr~le ost
ongrouso sur on produit unique et pout aboutir A la conclusion que le produit est mauvais, alors qu'ill-
ost sur lo point d'&tre livres 11 est donc clair qu'en ce qui concerne la production de logiciel,
seule une procedure de contr~le -au fil de l'eau", susceptible de demander des corrections tout au
long du dCveloppement, pr~sonte los garanties n~cessaires 3 l'obtontion d'un logiciel do qualit6 dans
des conditions maitrisables do co~its et d~lais.

N 3.2 La qualit6 du logiciel

Pour assurer Ia qualit6 du logiciol, il est d'abord n~cessaire do la d~finir. line orrour commuogment
r~pandue consisto 3 1'assImIler A labsence d'erreurs dans le code exgcutable. Or, nous l'avons dir
plus haut, le logIciol n'ost pas uniquomont du code, mais aussi tin ensemble do documents qui le
d~crivent. La qualit6 du produit no pouit donc s'appuyer quo stir cello do tous ses divers constituants.
Tine d~finition g~n~rale do la qualit6 pouit tre r~utilis~e avec profit c'ost lPaptitude d'un pro-
duit ou service A satisfaire los bosomns des utilisateurs'.
Cotte definitton, d~ontologiquemont satisfatsante, demande toutofois A Ptre pr~cis~e s'agissant d'un
produit par nature comploxo et immatgriel, et do surcroft coatoux A r~aliser dans 1'6tat actuol do
Vart, ii conviont do so limiter aux boesoins sp~cifi~s des utilisateurs". En effet, 1e bosomn en Is
matiare oat chose floue, done modulable en foniction do critiires contradictoires tels :los moyeos fi-* ..
nanciers, les d~1ais n~cessaires do miso A disposition, la p~rennit6 envisag~e, l'spprrciation do is

n criticitg... S'il n'est pas toujours possihle d'attendre d'un utilisateur qu'il formule spontan~ment
tous cos criAres, it appa~tient en revanche au r.aslisateur de los rgvglor autant quo faire so pout,
afim quo is d~finition du logiciol A r~aliser d~crivo ce sur quot los parties S'accordont pour
contractor.

S Quolques travaux int~ressants ont 6t effoctu~s stir los mesures do la qualit6 du logiciel. E
S particulior, J.A. Mc Call a d~fint des factenirs, critIres et m~triques qui pormottont l'6valuation do

Ia qualitA. Un tot syst~me do mesure pouit pormettre la sp~cification d'oxigonces de niveau de qualit&.g
' i los travaux actuels ne soot pas encore diroctement ntilisablos, ils constituent copondant une snti-
do base do r~flexion stir laquello s'appifo PEFSV pour sos propres 6tudes.

3.3 Los missions do l'assurance-qualitt

S% L'assurance-qualitt du logiclel au solo d'un organisme comporte trots volets successifs

-D~finlt ion des rLgles g~n~rales d'assurance-qualit6

-Ml so en place d' on p lan-qualIItr6 pour iin pro jot donn6

-Proc~dures do 'SnivI do la qualitV tout au long du pro jet.

a) Ragles g~n~rales d'assurance-qualit& (manuel-qualit6)

Ces rclgles d~crivent le fonctlonnnoment global des proc~durps d'assuirance-qualit&. Flies dLgfi- S
nissent on particulier le ou les cycles do vie possibles du logIciet (c'est A dire le d~coupage
en 6tapes), et lea responsabilitss impliqu~es dans los diverses proc~dures. Elies pouvent aussi

% ~6tablir des standards, quo co soit en mattire do documentation, de m6thodes, techniques ou
outils do d~veloppement A utiliser.

V, b) Ptan-qualitt

En fonction dos bosomns et contraintes exprIm~s par l'utllssterr et du manuel-qualit& cIt6
ci--dossus, le responsable do projet et le groope qualit& do l'organismo charg6 do d,;veloppement
r~digent un plan precis des difff~rntes actions destin~es A garantir I 'ohtention do la qual It6
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requise pour le produit consid~r6. Ceci peut comporter le choix parmi les alternatives offertes
dans le manuel-qualit6, mais 6galement lajout d'actions plus d~taill~es et de normes A
respecter. En outre, une planification et des responsabilit~s pr~ciqes doivent 6tre 6tablies.

c) "Suivi de is qualit6"
-- - - -- --.- - -

Ce suivi eat connu dane la litt~rature anglo-saxonne sous le sigle de "V & V- (v~rification et
valiidati on). 11 regroupe l'ensemble des op~rations d'4valuation qui ont 6t6 pr~vues dans le

-Les v~rifications

Les vfirifications sont lea op~rations qui consistent A a assurer qu'ul produit interm~diaire
ou final du dfiveloppement eat conforms aux exigences qui lul ont 6t6 assign~es dana l'6tape* *
ant~rieure, sinai. qu'aux r~gles d~crites dans le plan-quaiitg.

* Elles reposent essentiellement aur is tenue de revues de projet, qul, selon leur degr&
-* d'importance, peuvent 6tre conduites en pr~sence de repr~aentanta du client et de membres du

groupe-qualitg, ou restreinta i certains membres de l'6quipe de projet. Bien qu'ellea puis-
sent (et doivent de plus en plus A l'avenir) a'appuyer aur des 6l6ments quantitarifa, elles

* sont par nature qualitatives. Lea v~rifications s'effectuent aur lea descriptions succeasives
du logiciel (d~finition, conception globale, conception d~taill~e, code).

-Lea validations

Au contraire des v~rifications, lea validations s'attachent A l'aspect fonctionnel des
produits, et non A leur aspect formel. Elles portent donc essentiellement aur lea programmes
et consistent A v~rifier isor conformit6 vis-A-vis du niveau de sp~cification correspondant
(conception d~taill~e pour le module, specification fonctionnelle pour Is fonction...). Ces
op~rations consistent essentiellement aujourd'hui A effectuer des teats de programme.

3.4 Qualit6 at certification du logiciel [HOW 82]

L'6valuation de is qualit6 a un domains d'application beaucoup plus large que is certification. La.-
* qualit6 do logiciel s'appr~cie sur sea csract~ristiques d'exploitation, de maintenance et de transport.

11 eat 6videut que maintenance et transport sortent do cadre des pr~occupations de Is certification,
qoi ne s'int~resse par ailleurs qu'i qoelques aspects des caract~ristiques d'exploitation.

Si V'on reprend is terminologie de Mc Call, is qualit6 d'un logiciel peut se caract~riser par des

'facteors". Ces facteura sont lea caract~ristiques appr~hendables de l'extgrieur, par un utilisateor

du logiciel.

Au plan de l'exploitation du logiciel, cinq facteurs sont identifi~s :validit6, robostease, efficaci-

* t6, maniabilitg et s~corit6. L'efficacit6 et ls maniabilit6 qui sont des facteurs respectivement 6co-

nomiqos et ergonomique, sortent du champ d'int~r~t de Is certification.
En revanche, validit6, robustesse et s~curit6 sont des facteurs qo'il convient d'utiliser dana le cadre
d'une proc~dure de certification poisqo'ils conditionnent ce qu'on peut appeler ici ls "fisbilitg" du 7
produit.

4. APPROCHES DE LA FIABILITE EN LOCICIEL

* Ainsi que nous l'avons dit plus haut, le logiciel ne connait pas lusure. Lea concepts fiabilistes
* traditionnels ne lot sont donc pas applicables. Pourtant, ii eat souhaitable de pouvoir 6valuer a

priori Is probabilit6 de bon fonctionnement d'un logiciel. Ceci n~cesaite une approche sp~cifique et * -
l'emploi d'une terminologie bien d~finie.

* 4.1 Le concept de fiabilitg de logiciel [TRO 79]

* La fiabilit6 peut-4tre d~finie en ces termeb : probabilit& qu'un dispositif accompliase one fonction
requise dana des conditions d'otilisation et pour une pfiriode de temps d~termint-es".
Do fait de is non-d~gradation dana le temps, cette caract~riarique ne peut 6tre pr~vue pour le logi-
ciel en fonction de statistiques sur lea temps de aurvie de sea constituanta. 1i a'ensuit qu'il eat
n~cessaire de a'appoyer sur des grandeurs mesurables et fortement corr~lges A Is probabilit6 finale
de bon fonctionnement. L'4tat de is recherche a identifi6 de telies grandeurs :qualit6 des documents
de sp~cification et de conception, complexItA du code, taux d'exhaustIvlt& des tests, nombre de d6-

fauts r~siduels. '
Compte tenu de ce qui qient d' tre dit, Is fiabilitf do ingiciel peot 6tre d~finie comme suit:

* "Aptitude A accomplir sans d~faillance chaque fonction sp~cifi~e, avec is pr~cision requise, dana des
conditions d'utilisation donn~es et pour one p~riode de temps d~termin6e".

* La notion de d~faillance 6tant susceptible de varier d'un utilisateur A 1'autre, ii importe que chacuin
d~termine le nivesu de gravitA qo'ii donne A un type de d~faiilance ; ceci peit se faire par Is d~fi-
nition de classes ee criticit6 [DO 1781
Dsns is cas d'un i( giciel multi-fonctions, ii se peot que leg niveaux de criticit6 affect~ss aux diff6- -*~

* ~rentes fonctions soient distincts , c'eat pourquoti U imports de consid~rer Iqol~ment chaqUe fonction. . j.-

La precision se rffre 31 is miss en oeuvre d'slgorithmes numt-riques, dont iVingtabilit6 o Is derive
dana le temps constituent des causes de non-fonctionnement.- .. 4



S Enfin lea conditions d'utilisation doivent 6galement atre pr~cis~es, afin que le logiciel comporte les
precautions n~cessaires 1 s protection face aux d~faillances et agressions de l'environnement

-. (mat~riel, logiciel, humain).

4.2 Fiabilitfi, Validitfi, Robustesse

Parmi les divers facteurs de qualitg susceptibles d'@tre attribuds A un logiciel, deux sont particu- 1
-. liarement lids A ls notion de fiabilit6 :Is validit6 et la robustesse.
S La validit6 se d~finit comme ftant l'aptitude d'un logiciel A accomplir, avec satisfaction, chaque
-~fonction sp~cifige pour laquelle ii a 6t pr~vu et ce dans des conditions d'utilisation donn~es. .

-, La robustesse se d~finit cosine 6tant l'aptitude d'un logiciel A poursuivre, avec plus ou moins de
* satisfaction, chaque fonction spgcifi~e pour laquelle ii a 6t pr~vu, et ce dans des conditions
* d'utilisation non norninales provoquant des perturbations auxquelles ii est cens& r~sister.
- Etant donnfie ia dfifinition que nous avons 6noncA plus haut de la fiabilit6 do logiciel, un logiciel

fiable doit 6tre A Is fois valide et robuste. La validit6 donne au logiciel l'aptitode A accomplir lea
- - fonctions sp~cifi~es dana des conditions nominales, is robustesse fournissant l'aptitode n~cessaire

pour r~sister aux agressions pr~visibles de son environnement.
Cette conclusion est en accord avec lea deux approches qualitatives que Von troove dans ia litt~rato-

* re et qui permettent de construire is fisbilit6 d'un logiciel tout au long do cycle de d~veloppement. ..

La premiare approche concerns "i'66vitement des fautes', et s'appoie sur des techniques de conformitf!,
lai seconde permet Is "tolerance sux fautes.

4.3 Fiabilit6 d'un logiciel et modifications0 *
Un logiciel, que ce soit so cours de son d~veloppement o dorant son exploitation, sobit des

'modifications. Ces modifications peovent Atre clss~es en deoux cat~gories modifications correctives
e.' t modifications innovatrices.
Lea modifications correctives ont pour but de corriger des d~fauts reconnus. Si tout eat mis en oeuvre
pour que cette correction n'entratne pas l'introduction de nouveaux d~fauts, on peut alors faire
l'hypothase que lea modifications correctives accroissent Is fiabiiit6 du logiciel. Ceci ne peut ce-
pendant 6tre affirmg que pour autant que V'on dispose de moyes techniques destIngs a retester un in- ~ ~

-/ giciel apras correction, qui permettent de s'assurer que le niveau de satisfaction atteint eat 6gal A
celui d'avant correction. 11 est donc n~cessaire de mettre en place des strat~gies et des moyens auto-

.. matiques de test qui, en l'4tat actuel de l'art, sont les seules garanties possibles d'une telle sta-
bilitfi. Lea modifications innovatrices au contraire, n'ont pas pour but ia correction de dafauts .

S constat~s, mais ia modification des sp~cifications externes du logiciel. L'smpleur et is fr~quence de
S cee modifications peuvent atteindre des niveaux excessifs qui interdisent au r~alisateur le contr8le

de Is convergence du produit. Dana tous lea cas, ii eat indispensable qo' one proc~dure formalis~e et
rigoureuse d'int~gration des modifications soit suivie ,afin de minimiser l'introduction de nouveaux

*. dfifauts.

4.4 Approches qualitatives de is fiabilitg du logiciel

Les approches qualitatives tendent A construire is fiabilitg du iogiciel.Pour ce faire, Seae cher-
-, chent A atteindre deux objectife minimiser le noinbre de d~fauts r~siduels St minimiser lea effets

des d~fauts r~siduels.
Lea techniques de conformitg, quI ont pour but de minimiser le nombre des d~fauts, sont 6gaiement ap-
pelfies techniques d'Svitement des fautea. Elles se dficomposent en techniques de prfivention St techni-

J/ ques de vfirification et validation. Lea techniques de preivention regroupent lea structures, m~thodes
eS' t outils d'aide A la dfifinition, A la conception St au codage. \ '

Les techniques de vfirification et validation ont fitf d~crites ci-dessus.

Les techniques de tolerance aux fautes tendent A1 minimiser lea effets des d~fauts. Elles ae d~composent
f igaiement en techniques de prfivention et de vfirification. La prfivention peut Atre effectu~s en utili-

.tw sant les m~thodes d'analyse des effete des erreurs de logiciel. (A.E.E.L.), analogues aux A.M.D.E.C. ***

(analyse des modes de d~failiances, de leurs effetseSt leur criticit6) en mat~riel. Lea techniques de
... vfrification reposent sur is miss en oeuvre de mfcanismes permettant en cours d'ex~cution de dfitecter
- et localiser une erreur, puis de Is r-couvrir par confinement, correction ou acceptation.

4.5 Approches quantitatives de la fiabilitfi du logiciel [BOE 75 , MCC 77]

Si lea techniques qualitatives perinettent i'amfilioration de Is fiabilitfi, sules n'en permettent pas
V'l'valuation ou ia prfivision. 11 va de soi qu'une approche contractuelle de is fiabilitfi passe non .

Sseulement par i'assurance de Is qualitAs des travaux c'est-A-dire is maltrise des techniques qualitati- * S
7'. es, mais aussi par is connaissance chiffrfie de Is qualit6 effectivement observable sur lea produits.
SCe second type d'approche reste encore, ii faut is dire, un domains de recherche fondamentale et ap-
i pliqu~e. 11 n'en rests pas moins que de nombreux travaux ont 6t6 effectugs sur ce thame St que cer-

% taine semblent @tre proches de i'applicabilitAi Industrielle. Les approches quantitatives peuvent 9tre * .

%~ scindfies entre approche prfidictive et approche apras codage. L'approche prfidictive s'appuie sur des
NIP" rfoultats de mesure prfilevfs soit our Is documentation (Mc CALL, BOEHM), soit sur le code (id, + Mc

CABE et HALSTEAD). Ces mesures, fournies A un modgle prfidictif, sont susceptibles de donner une indic-
V*O tion our ia flabilit6 du produit final. Si l'approche peut aembier discutable du point de vue fiabi-

liate, elle peruet en revanche de connaltre certaines propriftfis des diverses descriptions du logiciel .*,

(des sp~cifications externes au code), propri~sta qul refliltent lea probl~mes qui seront rencontrfis.
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L'approche apr~s codage se rapartit 4galement selon deux orientations. Is premiare repose sur des mo-
N dales d'estiwation de is fisbilit4, sliment&s en donn~es pr~levges durant les tests ; ces donn~es peu-

vent Sire relatives au bon fonctionnement observ4 (wodales de MUSA, LITTLEWOOD-VERRAL, COEL-OKUMOTO,
o.)n ao taux de couverture des tests (NELSON, MILLS...).

La seconds consiste A mesurer des intervalles de dfifaillance sur le produit r~put6 op~rstionel
(4ventuellement en service effectif) et A fournir ces donnhes A un mod~le d'6valuation de Is probabi-
lit4i de boa fonctionnement (modale de MUSA, en particulier).

. enseable de ces approches qualitatives et quantitativee de la fisbilitg do logiciel est r~sum6 sur is

figure I.
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FIGURE 1 APPROCHES ET TECHNIQUES EN FIABILITE DU LOGICIEL
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5. LE DEVELOPPEMENT DES LOGICIELS MIRAGE 2000

Les logiciels centraux des divers avians Mirage 2000 repr~sentent un exemple d'effort industriel pour - -

* assurer un degr~sA lev6 de fiabilit6 d'un produit dont le r8le est essentiel au bon fonctionnement dui.
systolme de navigation et d'armeient. Ces logiciels constituent une famille dont I'architecture et lea .

m~canismes ginfiraux soot communs, miais qui pr~sente des variantes importantes selon Ia nature des mis- --

sions et des 4quipements affectds 5 un type d'avion. De faqon A assurer la qualit6 des logiciels pro-
* duits, tout en respectant les d~lais tr~s courts et lea budgets 6tablis, 1'ESD a mis en place tine

ithodoiogie, MINERVE, et des outils qui assurent son support. Ceci ne constitue que le d6but d'une
-: politique visant A mieux mattriser ls processus de production de logiciel, politique qul est pro'ong~e.-

par des 6tudes en gfinie logiciel prgsent~es plus loin.

* 5.1 La mfithodologie MINERVE (formalisge depuis 1976) [PER 79]

Elie repose sur trois principes

-lea travaux sont d~coup~s en phases et en 6tapes caractfirisfies par des activit~s, des produits -

* et des responsabilit~s clairement d~finis,

-La qualii des produ~ts ainsi que leurs co~its et dfiais de r~alisation sont contr8l~s de faqon
- continue,

-Les modifications soot prises en compte quel que soft le degr& d'avanceinent des travaux, aelon* *
une procedure unique destinfie A 6viter touts d~gradation de la qualitg du logiciel.N.

NINERVE constitue is manuel-qualit6i du logiciel de l'ESD.

~4 Pour chaque projet, des dispositions spficifiques soot Lstablies dana is cadre de MINERVE et en accord
avec is groups "qualitg du iogiciei" ; sules constituent is pian-qualitcA du projet.

. MINERVE distingue 2 types de contr8les

-Contr8les de type A :ce soot des contr8les internes au produit d'une 6tape ; effectugs par re-
lecture et analyse des documents ou du code, uls consistent A v~rifier que is produit respects

lea regles piricisfies dana is plan-qualit6 (en particulier I'application des standards de
documentation, de codage, d'utilisation d'outils...) on s'assure 6galement de Is coh6rence
interns, de la complitude, de Is lisibilitfA et de is pr~cision de chaque produit.

-Contrdles de type 8 ce sont des contr8ies de cohfirence entre un nivsau de description du logi- '9*
* ~cisi et ie niveau antfirisur (code vers is conception, conception vers a idfinition) ; ce type .-- *-

de contr~le, comme is pr~dfident, sat rfialis6 sous forms de relectures et de revues. . *

En outre, ces contr8les incluent lea tests des programmes qui constituent actueliement ls seul .**

moyen de virifier que is comportement effectif du logiciel. eat conforms A is description qui en a
6 tA faite. Ce dernier mode de contr8le peut figaiement 6tre rfiaia6 par l'utiiisation de maquettes >- *

*ou d'anaiyaeurs de spicificationa.

Le passage d'une 6tape A l'autre st conditionn& par l'ohtention de r6suitats satisfaissots pour cea
* deu types de contr8le. L'enaembie des contr8ies eat achfimatisA par Ia figure 2.

A d.. ,- 'ogiciei . ogce

*tt .. " tl

3 4

c..

AS A
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La prochidure de modification se daroule en deux temps

-Prise en compte de Is modification on constat d'anomalie, ou une demande d'4volution entratne
ia rfidaction d'one "fiche de modification", qul dolt 8tre suffisamment prficise pour que lien-
sembie des produits mis en cause (code, conception, dfifinition) soit dasterming et que l'impact
sur les coOts et dfilais puisse Otre 6valuS.

-Rialisation de Is modification :d~cidde en connaissance de cause, la modification peut alors
Atre rfaiie en respectant Ia sdquence des 6tapee concern~es, ce qui garantit ia cohArence de
i'eneembie des produits ; l'exacution de la modification eat consign~e sur une "fiche suiveuse-.

5.2 L'outillage utilis6 pour is Mirage 2000

L'appiication rigoureuse d'une mfithodologie permet d'obtenir une meilleure qualitg des produits et une
meilleure mattrise des coa3ts et dfilais. Elle permet 4galement de diminoer lea coiats d'intfigration et
de miss au point finale, ainsi que ceux de maintenance ultfirleure. En revanche, shle met en 6vidence
de travaux bien formalisfis, qui se prAtent dAs lors A one automatisation. Ici comme dans d'autres do-
maines d'activitca, i'automatisation vise A augmenter Is productivitE, A rfiduirs lea taches fastidieu-

% sea et rapatitives et i faciliter i'obtention d'une qualitdk stable.
L'ensemble des documents produita eat g~rfi sor des machines de traitement de textes, qui sont inter-
connect~es avec i'ordinateur central utilisfi pour la production de programmes. Ainsi, lea inganieurs
peuvent-ila consulter et mettre A jour cette documentation directement depuis leur terminal
d'ordinateur, tandis que he personnel de aecrfitariat dispose d'on matfiriei adaptfi A Is saisie massive.0
En ce qui concerns lea sp~cifications fonctionneiles, des diagrammes de dficomposition permettent d'en
rendre l'apprfihenaion beaucoup plus aisge, en particulier en matiare de description de is hifirarchie .r
des fonctions et de leurs interdfipendances.
Pour Is conception du logiciel, i'ESD a dfiveloppfi on "langage de description de modules" [CAT 83] qui
permset d'exprimer is structure globale des programmes et de dficrirs lea interfaces de modules. Ceci

* complate le langage LTR-V2, utilisfi pour l'esaentiel do codage, dans is sens de 1'6voiution actuelle -

des langages a compilation saparase (LTR-V3, ADA... ). Ce langage eat analys6 par on praprocessur qoi,
si la description fournie eat corrects, engendre le code LTR-V2 correspondant.

En ce qui concerns lea teats, deux types d'outila ont Atai daveloppfis

* -Le langage LOTUS, qui periset l'dcriture symbolique de programmes de teat manipulant lea objets
du programme a tester Boos leurs noms et types LTR. LOTUS permet sinai is formalisation tent des

* procaidures qua des raisultats de teat.

-Lea baiea de validation de logiciel (B.V.L.) fBOU 79] qui permettent Is simulation en tampa reiel ~
de l'environnement aol bornes do caicolateur opfirationnel, l'ansiyse automatique des rfiponses du
logiciel sux atimulis et Is possibilitfi pour un opgrateor de aurveiller l'exacution et
d'engendrsr des fivinements A tout instant.
Ces deux outils de teat, qui perisettent i'accas aux programmes opfirationnela en symbolique et
avec lea formats externes des donnaes, autorisent fgalement is test automatique, de par leur ca-
pacit6 A enregistrer des scfinarii stimulis-rfiponses et alea restitoer de faqon sotonome. De
teis moyes, bien qu'incoisplets so regard des problames lifs A is fiabilitfi do logiciel, noos P.PV6
paraissent indispensables.

Enfin, lea fiches de modification sont 6galement informatisfies, afin de faciliter leor consultation,
leor suivi et leur diffusion.

6. LES EFFORTS DE L'ESD EN MATIERE D'ASSURANCE-QUALITE%

L'exemple concret do Mirage 2000 praisentf ci-dessus sat bien repraisentatif des efforts menfis par i'ESD
en matiare d'assurancs-qoalitg do logiciel. Ii eat 6galement important de noter que l'ensembie des
procfidures de construction de is quaiit6 eat meng par lea Squipes de rfialisation. Un "groups qualitfi
do logiciel" intervient en support, pour aider A a irdaction des pians--qualitfi, A Is mise en oeuvre
d'outils et A certaines procfidures critiques d'6vaiuation. Mais Is responsabilitfi des raisateurs

p via-a-via de ia qualii des produits eat 6rigae en principe directeor, cs qui constitue on moteur
puissant d'intfigration de is quslitg dens is processus de dAveloppement. Ainsi, ie respect des ragles.

* assorant Is qualitfi n'apparait-il pas cosine one contrainte extarieure, et queique peu antagonists avec .
lea objectifa oprationnels.

*Afin d'accrottre s maltrise de Is qoalit6 do logiciel, A is fois dans ls perspective ds logiciels de
pius en plus volumineux et dens le but d'effectuer des gains de productivitfi, i'ESD a conduit de nom- ,

breuses 6tudes en ganie logiciel. Trois dVentre elles constituent is base de i'effort en coors.

6.1 D.L.A.O. :Dfifinition de Logiciel Assistge par Ordinateur (CHE 82]

*DLAO eat on langage at on ensemble d'outiis qui constituent on syatame d'aide A Ia definition do
q logiciei. Cat effort eat sooteno par Is DRET. Le langage DLAO eat bsfi sur on modale entit6-relation.*

Ii distingue on certain nombre d'objets, possadant des attribute et entrant dans des relations-types.
Si le langage permet d'exprimer is sqoelette easentiel de is sp~cification, il autorise aussi ls re-
coors a des formulations en langage natural qui perinettent d'expiiciter certains aspects samantiques.
11 s'agit donc d'un langage semi-formel, lisibie par on non-spficialiste.
Divers outils Interactifs pernettent Ia rfidaction, is consultation, is modification, l'archivags et In
rfutilisation des constituents d'une specification.



En particulier, A partir d'une spacification d'origine, is systLame peut constituer des liates de r~f6-
r encesa croisgies, de flux de donnges. des arbres exprimant lea structures de contr8le, des graphes de
transition etc...

* 6.2 IDA: langage de test et outils associfis [LM 82]

De l'expfirience des B.V.L. eat nfie l'idge d'un langage de test de logiciels temps r~el, adaptable A
divers calculateurs at langages de programmation. En effet, lea BVL constituent un syst~me spficifique
aux calculateurs ESD et au langage LTR.

- Le systame IDA rfiside sur un calculateur, dit "machine de test", reli6 au calculateur opgrationnel par
une interface qui peruet d'effectuer des op~rations de contr8le :lire, ficrire, lancer, arrater..., et. -.

de dgitecter des 6vanementa exficution d'une instruction prficise, changement d'6tat d'une donnfie...
Le langage peruet d'gcrire des programmes de teat qui s'exacutent aur Is machine de test et manipulent--

*le programme opfirationnel sous test en utilisant sea symboles, sans se prfioccuper de la gestion de
l'interface entra calculateurs. 0
Il eat figalement possible ds crfier des outils de test, invocables depuis le langage et qui en consti-
aunt des "fonctions standard". Un tel outil a dfiji 6tf dfiveloppfi A lESD pour contr8ler un modale de

* ~comportement de logiciel exprimg sous forms de r~seaux de Pfitri.
Un sous-ensemble restraint dVIDA (hors temps rfiel) eat opArationnel dana le cadre des projets Mirage
2000 :LOTUS. Un autre sous-ensemble, fonctionnant en temps rfiel cette fois eat un d~veloppement.

6.3 Evaluation de ia qualitfi du logiciel [HOE 75, MCC 77]

Si. lea deux projets dficrits ci-dessus constituent des efforts A caract~re principalement qualitatif,
S ils ouvrent 6galement des perspectives aur Ia quantification de Ia qualit8i du logiciel. DLAO permet - *.-

~. d'effectuer des nssures de complfitude, de cohfirence at de complexitai aur is deifinition. IDA permet.-
d'effectuer des statistiquas aur lea tests, et en particulier permettrait, en dfiveloppant lea outils
correspondants, Is meaure du taux de couverture.

' D'autre part, deux 6tudes sont an cours, afin d'6tablir une terir.Aogie at des ragles d'6valuation de
Isl qualit6 at da Is fiabilitfi des logiciels. Ces 6tudes soot soutenues par Is DTEN.
L'fivaluation de la qualitfi a'appuie sur lea travaux de BOERM et de Mc CALL. Elle s'effectue A partir 50 ? - @
d un modale qui dfifinit des facteurs (vision du client) de qualitfi, qui s'apprficient A partir de cr1-
tilres (vision interns du rfialisateur). Les critAres sont eux-m~mes 6valufis A partir de m~triques,

* . lfments quantifiables de base. Cette approche de la qualitfi du logiciel permettra de d~finir des
~ classes de qualitV", qui pourront donner lieu A engagement contractuel.
'.~L' stat de l'art sur la problAmes de fiabilitfi ayant fif rfisumi plus haut, cette autra fitude n'est pas
"'. dfvelopple ici.

A l'ESD, lee retombfies de caB fitudes vont rfisulter dana la miss en place d'expfirimentations s'appuyant
aur lea moyens disponibles, sachant que toutes lea meaures ne peuvent 6tre rfialisfies aujourd'hui r*
(sinon A is main, ce qui eat 6conomiquement dissuasif). Ces expArimentations permettront d'apprlcier

.',*. lintfirlt et la faisabilitg Industriels de ces approches quantififies.

7. CONCLUSION

La certification de logiciel n'est pas encore rlialisable au plan industriel. La prfisent article a ce-
* pendant mis en 6vidence le fait que des techniques et des outila ont atteint un stade qui permet d'ex-7

?/ pirimenter des proclidures de certification ; en effet, pour ce qui eat des approches quantitatives,
, seules des bases statistiques at des exparimentationa psrmsttront de valider lea procfidures.
.La dlimarche propoalie, qui consists A conatruire is qualitfi, en particulier is fiabilit6, d'un logiciel

along de son dfiveloppement, at en parallAle A masurer lea produita rfisultants, nlceasite qu'un ensem-
ble intlgrli de mfithodes at d~outils soit mis en planie, afin d'aasurer Ia cohfirence et ia continuitfi

~--. des activitfia. C'est vera un tel ensemble qua a'oriente l'ESD, dana le cadre de la mlthodologie
MINERVE. Les divers moyes de dfiveloppement (ordinateur de production de programmes, machines A trai- S A

teuent de textes, diversas stations de test... ) sont interconnectfis afin de constituer un atelier In-
*tfigrli de gfinie logiciel. Au coeur de cet atelier sera constituge A terme une base de donnfies unique,

banalisant l'accas A toutes lea informations pour lea divers outils.

En risumd, lea perspectives en matiare de certification de logiciel peuvent Otre envisagles comae
6 tant ia mise au point de proclidures permattant de s'assurer d'un "degrg de fiabilitfi". Pour qua ces

~ ~. procidures puissant s'appliquer, 11 eat nficessaira qua la formalisation des activitfis de d~veloppement .-

(spfcification, tests... ) soit augmentfie. Dana un contexts industriel, ces proefidures devront naturel- '
1' lament s'intlgrer aux opfrations de vlsrification et de validation, qui offrent Ia structure technique

et administrative nficessaire. Ce besoin d'una visibilitfi accrue tant des activitla que des produits
signifie qua la certification du logiciel ne pourra Atre rfialisfie qu'an a'appuyant sur is "validation

".. du processue de production".

0. -
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TO THE RECONFIGURABLE BLOCK 5D SATELLITE SOFTWARE*

William C. Diniak
The Charles Stark Draper Laboratory, Inc.

555 Technology Square
Cambridge, Massachusetts 02139

U.S.A.

SUMMARY

-The U.S. Air Force Defense Meteorological Satellite Program (DMSP) Block 5D satellite uses two general purpose digital flight
computers for control of the satellite and launch vehicle. During the life of six satellites, various reconfigurations of the flight soft- ..
ware were accomplished to achieve improvements or to compensate for problems. An independent verification and validation (IV&V)
process was conducted by CSDL on that flight software prior to launch and prior to uplink of major software changes. To accom-
plish this, CSDL developed and used a closed-loop digital simulation of the mission to exercise the actual flight software in a realistic
environment. This paper describes this experience, focusing on how both the simulation and the IV&V process evolved as a conse-
quence of the flight history.

DMSP BLOCK 5D CONCEPT 0 "O

The primary mission of the U.S. Air Force DMSP is td gather weather data for military use. Conceptually, the data are obtained
from a variety of sensors carried by 3-axis stabilized Block 5D satellites circling the earth at an altitude of 450 nautical miles (833
km) in near-polar sun synchronous orbits. With this orbit, full coverage of the earth is made by each satellite in 12 hours, while
scanning an 1800-nmi (3330 km) wide area.

The primary meteorological payload is a Westinghouse Operational Line Scan System (OLS) that takes visual and infrared ima- .-*!f O
agery for use in analyzing cloud patterns. The OLS also manages the data from a group of other meteorological sensors which can
measure parameters such as temperature, moisture, ion and electron densities, and x-ray emissions. ,. .

BLOCK 5D DESCRIPTION

The Block 5D satellite is manufactured by the Government Systems/Astro-Electronics Division of the RCA Corporation. The %
satellite is structurally divided into the following four major sections. (See Figure 1.) -- r ,

(I) A rigid, precision mounting platform holds those sensors which require precise alignment relative to the OLS and pointing
toward the earth. Among this equipment are: - -

(a) One inertial measurement unit (IMU) containing:

(I) Three orthogonal, strapdown gyros for measurement of angular velocity during launch and in orbit. A fourth.
skewed gyro provides redundancy in orbit when selected for use by the flight software,

(2) Three orthogonal accelerometers measure specific force during launch for navigation of the launch vehicle. -

(b) One strapdown, six-slit celestial sensor assembly (CSA), which indicates star crossing events for use in precision atti- . ,,

4" " tude determination. .

(c) One earth sensor assembly (ESA), containing four quadrants which view the carbon dioxide horizon to measure "- -"
pitch and roll errors for backup attitude determination.

(d) One sun sensor unit (SSU) to measure yaw error for backup attitude determination. The yaw error is also estimated , ',

from the roll gyro output while in a yaw-gyrocompass submode.

(2) An equipment support module is a central structural section which encloses much of the satellite electronics including:

(a) Three orthogonal reaction wheel assemblies (RWAs) which provide attitude control torque. A fourth, skewed reac- *. "
%I tion wheel provides redundancy when selected for use by the flight software.

%. (b) Two sets, for redundancy, of dual orthogonal magnetic momentum unloading (MMU) coils to provide low-level
torques through interaction with the earth's magnetic field.

(c) Two SCP234 16-bit CMOS digital computers for control of the mission.

(d) One controls interface unit (CIU). a switching center which interfaces the flight computers with the various satellite
% equipment.

(3) A reaction control equipment support structure encloses the spent upper stage Apogee Kick Motor (AKM) and also con- %
tains:

(a) Eight nitrogen (N2 ) thrusters which provide low-level attitude control torque during launch. . "

*The activities described in this paper occurred during work performed by (SIll for the IUSAF Space Division under -ontracts
F04701-74-('-0020 and F04701-78-(-0018.

.-.. -ZA '.. . -° .
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(b) Four hydrazine (N2H 4 ) thrusters which are used for final velocity trim and, along with the nitrogen thrusters, pro-
vide high-level attitude control torque during launch.

(4) A solar array is rotationally driven about the satellite pitch axis to point the array normal toward the sun. The array of
sola cells generates electrical power for distribution to satellite equipment, including batteries, through a direct energy
transfer system. O '

SOLAR

EQUIPMENT

CELESTIAL

SSNSORUN.-NSO".N

F R.CE.T Bo D sei

NSUPPORT" "
SHADE STRUCTURE

... -'S'.,'SUNSENSOR UNIT '"' :

PRECISIONEAT

MOUNTING SNOPLATFOR M A SSEMB LY -7 -

Figure 1. The Block 5D-2 satellite. "" " -

Thesaellteconais -band communication equipment for tile receipt of command messages and computer memorwod )i io!. ii! i

uplinked from the ground to each of the flight computers or CIU. With this feature, satellite ephemeris information is periodically
refreshed, or the flight software can be reconfigured as desired.

Provision is also made for the storage of meteorological data on tape recorders and the S-band downlink of both meteorologi-
cal sensor data and housekeeping telemetry data from both flight computers and other equipment.

The first generation of Block 5D satellites, called 5D-I and comprising FI through F5, were launched using McDonnell-Douglas
(MDAC) Thor LV-2F boosters and two upper stages of solid propellant rocket motors. Ascent guidance, navigation, and control of
the launch vehicle was completely controlled by MDAC software within one of the SCP234 computers. The launch dates and life-
spans of these vehicles as of September 1983 are shown below.

Satellite Launch Date Life (months)

FI 12 Sept. 76 36
F2 4 June 77 32 -
F3 1 May 78 65
F4 6 June 79 14
F5 15 July 80 0
F6 20 Dec. 82 9+

The current generation, called 5D-2, is somewhat longer and heavier, but with similar satellite equipment and appearance, and
is launched by a General Dynamics Atlas F Booster and one upper stage Apogee kick motor. Ascent guidance, navigation, and con-
trol (GN&C) through Atlas booster propulsion is provided by a ground-based radio guidance system. Beyond the booster portion of -

*. flight, MDAC software within an SCP234 computer provides full guidance and control of the launch vehicle.

After completion of propulsion and deployment, software control is handed over fro, m MDAC ascent to RCA orbital programs -
within the SCP234 flight computers. The orbit software is a mixture of Honeywell and RCA programs. Although the original Fl I. .

flight loads were operable, improvements were incorporated throughout the 5D-I era and, for 5D-2, expansion of the SCP234 mem-
, ory capacity from 16 to 28 kilobytes permitted considerable additional improvements. - .

4 Generally, each of the two flight computers contains identical orbit software programs and is fully capable of controlling the %%
satellite attitude, managing angular momentum, and pointing the solar array. Normally, both computers arc always running, have . , ..-i
sequential access to equipment data, and both routinely attempt to command the various external satellite devices. However, they
are each in different modes of operation and only one computer is actually connected to a device (such as the reaction wheels) at a "
given time via the contiols interface unit (CIU). In the event of unsatisfactory performance, monitoring functions within the CIU or
within that SCP234 designated as the master can cause automatic changes in the modes of operation. ,. % %. . ,.

% N*

With the flight computers playing such a vital role in the launch vehicle and satellite systems, it is important that the software
-. %

perform correctly. USAF Space Division policy stipulates that the integrity of the flight softwarc be demonstrated and certified
prior to flight by a technical organization independent of the system developers. The focus of this paper will be on CSI)L's activities " S
toward providing independent verification and validation of the flight software. "-
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SOFTWARE V&V CONCEPTS

It will be helpful to first state some definitions of the words "'verification" and "validation" as used with regard to software.
The rudiments of a system development process are indicated by Figure 2, along with a suggestion of the V&V components asso-
ciated with it. In a modem development process, the mission or user requirements are documented in a system specification so that
the design and test goals are defined. The system specification must clearly state the system requirements and will generally partition
the requirements into those which shall be met by either software or hardware. Software requirements form the basis for a detailed •
design, as documented in a software design specification. The design is then implemented by coding into the operational software.

So FTWAR-ESOFTWAR

IV <I SPECS VE RIFICAT'OI VERIFICATION I"-" ."

* SER OR MISSION SYSTEM SOFTWARE OPERATIONAL
REQUIREMENTS SPECIFICATION REQUIREMENTS IFICATIONS SOFTWARE

I /"I- ""-."

- I SOFTWARE %
'..-'. • -I......."*

VALIDATION

-_ SYSTEM DEVELOPMENTAL FLOW

V&V PROCESS CHECKING

-.... .CORRECTIONS DUE TO V&V

, Figure 2. Product development process.

Verification is that process of confirming the traceability and accurate implementation of the final product through the suc-
cessive stages of specifications and procedures which govern the development cycle. Software verification determines whether a -

,-.p computer program was developed in accordance with the software specification. It will not necessarily guarantee that the software is
-" J.-* usable, only that it satisfies its specifications.

Software validation refers to the process of determining that the actual software will satisfy the mission requirements, that it
will perform the necessary functions in the mission environment.

The most recent CSDL IV&V cycle for Block 5D was on F6, the first of the 5D-2 vehicles. The CSDL activities, indicated in
detail in Tables I and 2, included painstaking analysis of each line of code and realistic exercise of all flight code functions on the

S, Multiprocessor Software Test Facility (MSTF) closed-loop simulation.

'.-. MULTIPROCESSOR SOFTWARE TEST FACILITY

The MSTF is a closed-loop digital test bed for the execution of actual, unmodified Block 5D flight code in a wide variety of
scenarios which span the mission from prelaunch into orbit. In general, runs proceed automatically from initial conditions specified
by the data base, modified as desired by the operator. Almost any type of simulated hardware failure condition can be introduced , S

. . , by the operator during a run.

The MSTF hardware configuration, as shown in Figure 3, includes two RCA SCP234/GT computers containing the flight code.
4.*'. and a PE8/32D host minicomputer containing models of all flight vehicle equipment which interact with the flight computers. Block
,v.' diagrams of the MSTF indicating the ascent and orbit simulation modules are shown by Figures 4 and 5.

a, The MSTF was devcloped by CSDL to replace the Software Test Facility (STF) used for Block SD-I software validation. The
-, development included minimally modifying 5D-I hardware models as required for 5D-2, interfacing the host computer with RCA- 7r

.,- ""developed ground test versions of the SCP234s and CIU, and completely redesigning the executive control software. Table 3 shows
some of the Oignificant differences between the STF and the MSTF and provides information on the character of the simulation. Be-

. cause the MSTF and, in fact, the entire V&V process evolved from an earlier CSDL effort on 5D-I, there is benefit in a retrospective -e

review of that history. .

CSDL SIMULATION DEVELOPMENT EFFORT O

'*"V The CSDL Block 5D activity for USAF was initiated in late 1973 as part of an Independent Dynamic Verification Program to
% satisfy the SAMSO Commanders Policy as specified in SAMSO pamphlet 800-4. Such a program requires the following fundamental

tasks:
'°. . -- - -- S,.

(I ) Model development and verification.

(2) Simulation development and dynamic performance verification by simulation. " O

(3) Supporting analyses.
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Table I. ('SDIL verification activity on lBlock 51) [().

Current Verification Techniques Benefits

Maintain permanent files of all flight code images Permits automatic comparison ol instructions and 0 0
delivered to CSDL in central computer facility parameters against other files. Pernits searching for

shared memory locations

Create central computer data base files from in- Pennits automatic comparison of specified dala -

formation contained in data base specifications against actual flight loads, and consistenc. checking . . .

(such as numeric value, units, scaling, range, of specified infonnation
address) 0 "

Transfer flight code images from simulation Comparisons against delivered flight loads show
tests into central computer files any modified instructions and parameters

Automatic file comparison, on a module-by- Auditing of deliveries pennits flight load config-
module basis, of all flight code deliveries against uration to be tracked and correlated against docu-
previous versions. Differences are individually mentation change notices * *
reconciled, and audit reports issued to govern-
ment within a week

Flight code assembly listings are manually Analysis uncovers errors in both coding and speod-
analyzed, line-by-line, and the logic is corn- fications. Documentation by SVM results in action
pared against pertinent specifications. Results toward convergence of specifications and coding.
reported in a software verification memo (SVM) This verification effort enhances familiarity of soft-
for each module ware and assists in simulation test planning ' "

Flight code analysis includes the generation of The flow diagrams are useful to tle I)MSP cOm- - " --

a highly detailed, as-coded flow diagram for a munity, and demonstrate the level of the .
module, which is included in the SVM analyst's effort (at the expense of slowing down ,....

the analysis process). The diagrams show off-
nominal paths which should be tested

The verification flow diagrams show the binary Forces analyst to check for consistency of scaling "
point scaling at every arithmetic operation and shows potential for overflows at intermediate

operations

Software verification notebooks (SVNs) are The SVN for each module, which shows its complete
compiled for each flight code module containing history, is useful to analysts as a quick comprehen-
all specification, memo, SVM, and file compare sive reference %
information relevent to the module 0 -

Automatic file comparison tool used to com- Reverification of modules, required by flight code
pare portions of modified modules against or specification changes, is expedited by permitting
previous versions some automatic analysis of changes

Table 2. CSDL validation activity on Block 5D F6. .5 ..

. Current Validation Techniques Benefits

Unmodified flight code, imbedded in the MSTF Operation of actual code demonstrated in a realistic
closed-loop simulation, is exercised in a variety environment produces maximum confidence that the
of mission scenarios software is operable. Problems with the flight code

automatically manifest themselves by peculiar test 0 -
results independent of the intention of the test planner

For each test, a standard network of flight com- Permits accounting for paths exercised. Gives analyst
puter breakpoints is set in off-nominal logic insight into conduct of test, including confirmation '-

paths that test scenario is achieving intended results

All telemetry data issued by flight computers Plots permit analyst to at least quick scan all dala to . • . ,
from each test are stored and automatically post detect anomalous results which may not be related to
processed to produce plots and formatted dumps the prime test objective

Internal test reviews are held to consider the re- Improves the analysis of data and promotes under-
suits of each test. Formal data reviews are later standing of flight code behavior
held for the government and associate contractors

A comprehensive test analysis report is written rest results are widely distributed throughout tli "
30 days after the conclusion of testing I)MSP community to promote understanding ot the

launch vehicle and satellite perfoninaice

-.- .- . .
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Fable 3. Comnparison of (SDl- S 1I andd MIS I I sitnltiolls

-STF (for 5t)- I MSTF (for 1D- I and 5D)-2

Single. fltght-w orthy RCA SCP234 coitiptiLter " it I1wAo grOUitid test Versions 01 28 k by i R(CA m(P -,iadle
1 6 k b vtes ofnmiiory wit h corn icrc ial-q italit y part,.

Prinmative software SII ItolatiO It of' thle conitrols inter- C ro Ild test. hiard ware version ofI poitFons ot tile flight
face unit CRTU. Contains specialized serial ifitptt ands OiitLtIt

ho ffe rs

MH!L coniputer itnterface device containing fonda- (iroond test interface unit cotitaininig crystal oscillator
mental timting source for host and flight computers t iming source for flight COnPipters 0

[lost cottIter was 11)70 with 64 khytes ineritoy. H ost comiputer is l'l 8 '321) muinicomiputer witlh
- .later Upgraded to PE 8 '32C conmpUter with 1 28 512 kh,, tes iietiiory

- .. kb te meory

Sequential operation oif SCP234 atid 1D70 COttiters. Parallel operation of S( l234 aiid IT 8 32 U comt-
linmiting operating timie to 10-20 timies slower thati puters. bilt forced to stay within At of each otlier.
real tinir As low as 4 titiies slower thtan real limeI

Hotie-grown eXecutive arid cannibalized disc Perkini-Eliter 0532 operating s'~stemt software is itli
operating systemn With IiIin it d features wide variet Oh coiii iiiatid leatuiires

No run timte graphics RLI ti ttlen graphtics Of Lip to 20 m tiltkiaria bl pl ots
withI capabhilit y of ha rd etipy Otnto linte prF inter

No capability for schiedol ing antut na ti operattor Capabilities fur ti eC-SClied tlinjg operFato (iF c outatids
commirands and for iSSLiIIg cataloguedi sets of' operaitor cottIt11 it]l

Nio brFeak point capability for SCP2 34 Capabili ty tit Iirca kpoi it all or an itltca tionis iii hothI
SCP234/(;T comspuiters,

Checkpoints of sinitlation contents limited to 28 Number of checkpoints greatly Increased by itse of1
by ()-megabyte disc systemi 67-miegabyte disc

No routine storage Oif Si iiLi at ion da ta. except Capability for i story file c reatijolt ottii mag tlips' to
S( P234 teleme.try o it Pitt, (in iiiagta pe irecoird imuttlaition dataI and ruIn eve nts

Contained featuire to conmmtand detailed printout May cotmmianid all, or ontly operator-deflined SUbSet
of all 1 '0 traffic of 1,10 traiffic to coniserve riunning Titme **

Original imiodelting ca used in te r p ts toi SCP2 34 Fotr imore fait Iifit Ire~presetnta tion. sitU Llai ott mtodel
front I Ml. EISA. and downtlink mtodel to he interrupts are scheduled asyttelrotiusly Wit jIitOdel
sy ich rittitiis %kith Intdel update timies uipdate times

-lie role of' the HMiICOtnpUter %&as to sittitlatc the relevatit hardware auth physical etivironiticit o tutsidec tile flight ,Illpultcr
withI sufficient fidlelity as tot routinely responiu tot SC!' ciommitands. issuie satellite Cetlitipiietit iiiterrFuipts toti le S(1' ..iid proVide utcautt-

* n tful fokrtmtat ted initt dIalta to ittle SCPs whteni requ tested.

Accomitplishing this withiin 64 kbytes oif tietiorv. absurdly sittall by today'is standa~rss prtised to be (little a c:1llLtgc hotI isis
*- sit cCSSfUllY accomplished by, codling fin LsseitihIN lanigua~ge. tusinig itserlak ehiie.ittiiiii tile residentt operaintn s)\1011t itid

r* epertouire of opera Itor coin tds.

[lie scarcity of SCP234 flight computers reSUilted In thle iticltiitu (it' otlv tote SCIl'234 ini tile SIl 1: siittil,ittott. ss lCICis1 the
sa tellite actually cotin~ts twoi. Testing in ai sitigle cinpiter eiisircittttictt wkas tlerttilyk sotIlsuderd ItilcTb1h1 bec :ILIsC I tlthuht 011it
putters were not plantied tot directly Initeract, anid wsituld cotaitin ideca.l o'rbit flighit 05 ode. SoMtC t1ltttilit usas gi21Cit Iltli pIichitui111

nry sinimlation design to simutlating a dua~l ciompuiter situti h% seiltictitl storuing anid hiadini th1C c01itenits ol1 u1liti 5 111IIitCrS to)
frtitt disc storaige during sitmutlationi operatiton. I ltwes er. the sutomplesities in prcerm IIol t11g tiiItu tilelity it jIld J tcruL' Il hIC UIIt oil

iulatittn rnt timie. reinfoirced thle decisitit to mai~ke do with a iutigic SCl'234 As tiecltiitcd. thec S [F siimuilatioutn~t rmlil~ iit
ly 10 tit 20 timies slower thiati real ltle uitnder ortliiwiry tmodles of tilicrmiiuu.

* ~A somirisun tif sTF atid MSTF chtaraicteristic, is itidisitcd by I ilri 31 01(tter I I anid MS IF: leatuirs oht inti.crcst Iti1huislC 0

* ~ ~ I t A large tietwtirk oh logic wlh h prodiuces ltrd k ctp\ alert iii .ieLs 11upot1 hilt- oI rCJtotMtldhIVes'- or prTiutoul tts I lii.
expoises nlight Ciode 'Id .umtttlatiiiit pribleits mlici itiglit otiriieI, ltI)\ yole u otulioe-o~ int

(2) A checkpointing feaiture which permiits stoirage tin disc. ott wnmtiitmdil 01 lie iiictitoF\ Land register cittteit ,I the lhiit.-

anti host computers. Selectively storing the sititlitioti stut it .t gpil 1111 tuti ah uttl ilitates thle s11tiiti. oitiiiiLiAiMIuou
or rerun oif tests.

(3) Proisiotn if a refereince trahtrs iltlstt ets tnr isccit sihti 1writs, muii,mauc- rveliltihm tpii

results against the dlesignedl tramectuirs -
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(4) Positist. response to all flight Computer inlpiit/ottpUt trafftic. IFor speciil tise. the entire seiCte1ltial I,' (I teil Calli he
printed for analysis ot ani aionitingly slow rate)I.

(5) A _generous network ot' flags, biaSes.1 and scale falctors is included in hardware models 1t aCilltatC tile setup ol'saellite
hardware off-nioinal cond(itions,.

0 0
In the original simulationl Mtodeling efftort. use Was Miade Of' a diverse varieto, of' reteretice iiloiiiation from the vairititis had

ware con t iators. At that time, there dlid niot exist a coherent hodly ofW d oCu ien taion oil whIiich to base a sit iladiou ditesignl. ..i Ii
con trac tor s- as tasked to review port ions of' the CSDL desigi, in order to) mintiltl/ ii future disagreemen cts in tire resoluio 011f sluti at ito-
indicated anomalies. This exercise tended to benefit all parties bly highlighting systemi interl'ace! problemiti. -

There was initial uincertalinty onl thle level of inodeli ng fidelity retl tired. 'Fie ab se nce of cli sed-loop simtu ioin faciities in tile
DM SP program at the tinie st ruck ati in te rest in thle possible in .1til i posC use foir tire STF. Co itSeq tie it l . thle a pproacli was takeni to
model at thle highest level Stipportable by thle ftiUndamiental situulathion pu tat ional tinec interval f0020 sect)ntd in orbit, andit 0.01I
second in ascent)I. The cotuptitatioti rates were selected to be higher than the planntetd flight software cycle rates. (Generally. ittotlel-
ingi overkill tended to be appreciated in later years.

Fromt flight to tfligh t dutring the SD-1I era, iinor chianges to the STE were ito p1ciii entetd t]ie to I Idi Ift renrces in each fl ighi

vehicle atid 12) enhancemnts to the STF dtie to operational experienice. (See Table 4.1 However. Changes were always mtade inl a
inainer Stuch that executable cotde Wotuld be dow nwartd comnpati ble, so that thle situl iationl cotilIt be ready wit hin an htlonur ill Supt r
of problemt soltutions or any of' the operational Block 51) satellites. S

The 5D1 experience proved thle useftulness of the STF. Hiowever, thre lack of duoal SCP234s arid the possibility of' inobcry-
able interactions prompted the developmenit of thre MSTF Cuirrenttly uisetd for either 5D-I or 5D-2.

CSDL VALIDATION EFFORT FOR FLIGHT I

Prior to Flight I, the desire to coniserve prtigramu resoturces and thle state Of published flight cotde specifications anit otlier docu- *
nmentationr did riot justify tire tasking ofw a fortial verification process.

To aci eve inaxiun n confidence iii tile Success of' F I in a mittimn t peri~ottuf available test t imie (sev eral miothIs. stretcftintg to

eight as latunch was delayed)I. (SDL effort was concentrated ott a variety of ascent performtanice tests. .augmiintedl by several notnal
rtS (Which exercised approximately 80'; ) of the orbit Code. Later. with the satellite in orbit, testing of' thre tirbit cotde ctiultd be con
tin ted with thle potenit ial Ilutxutry itf' re programniing t ha t code if btigS were de teectetd. The tdetecttion oif' ascenrit probulemsi. however
Could niot be tdela yetd since thftey imigh t resul t in loss of imissiotni.

Several problemis in thle ascent a it orbital COICt were foi"0,1 hou , b\(SI)L (](uii iit! this test ing andit resoilve(] prior to I atine I. Thle
miotst noteworthy was a bug in tire aset gidtance software Wih letcaiSetL a Cat ast roptltic chia in of- cs cnts if auitoimtatic orbit re target-

- ~~ting were necessitatetd by at low-energy vehticle state. As luck Woultd biase it. retitrgct tog actmiall tectirreh tirtt the 1:1 latiteliand
* ~thle satellite achftevet] a sat is facttiry orbit.

Shortly after heutig placed into oirbit. hiowes r, tdistturbance totrqutes Irnt dt nto tlt hsak 's rssitelitel thle capacty tof t ie reac- .

tion wheels. Tfte satellite s:,-in tip iii at) orien tatiton wfhicht preventetd thre stitl fto 'ii 111ht1ti11t,u0tig 1liC stlktr ,irraN, cau11sing anl eventual
loss in electrical power.

ruible 4. FVOIltioti itt sti1Lt itlit

Spacecraft ElF2 F3 P 1-4 1-~ 6

-Spacecraft Type Block 5D11 Block 511-2

SitIltlIa t ion
Version S 1I1: S It % to: IC, I I t. %ISII
UsuLI for [V&V

Simiulationt RCA Alt 1) (P 1) Il if
Locationi Rt A Al 1)

[los IWO Is, khi stn. 1! 0s32)

Flight tC(omtputer I Lvi

in Simuilationi Sin11I' Rt Y I" ;- -11, ki'x 1i., S(T ' 3 4 /(T

28 kbytcs oi

Simutioitttn (Sil Mlill RCA CILJ/CT 0
* Interface Devce andi GTILJ

At las F cotifigitre
Launchi MI)A( Ilior lV- I: kIlA( I Iior l1 s6 i ilt 1 -, K tot thle F/F
Blooster wvitht 1511 K eniginte clitti' nligmil1iutn statutartli/e

Sigtiif'icaot Reetntry itot Orbit l01t's elt Ipttmt (11
New Sint All new Ascetnt for Itnitial S5t-I lt'rtlite Retltstettet for 511-2
Fcature N, Usage SUaMS VrsNitit (i MS iI
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After approximately three weeks, precession of the F1 spin vector finally permitted USAF colnnIuniati ols with tile Satellite.
When experiments indicated that limited control of tile spin direction could be accomplished, a I)MSP camipaign of recovcry to
operational configuration ensued. The resources for this permitted an STF to be established at ('SDL's home facility. lhis later
proved crucial when its ready availability permitted an emergency CSDL redesign of the F I control laws to a roll-gyroless configura- - . -

tior.

Eventually, a number of flight load reconfigurations were accomplished by the USAF/contractor team, which resulted in the 0 6
." recovery of the vehicle to operational use, including a series of modifications of the control laws to work around IMU gyro .ilures.

-"-- Table 5 indicates the major software reconfiguration activities, including episodes on later satellites.

.-. EVOLUTION OF THE CSDL IV&V PROCESS

The IV&V activity evolved from Fl to F6 as a consequence of Block 5D program history and the DMSP community percep-
tion of program needs, tempered by the practical realities of limited time and resources. The evolution is summarized in Tables 6 and
7 which show, by comparison against the F6 effort, the effort expended on verification and validation prior to each launch.

Table 5. Block 5D post-launch software reconfigurations.

• Spacecraft Phenomena Uplinked Software Reconfiguration

Although a satisfactory orbit was achieved during A specialized DESAT program was designed and uplinked to reduce
launch, N2 control gas leakage spun satellite up angular momentum and negate average gravity gradient torques using
to more than 3 rev/min. Satellite electrical power commutated magnetic torquing controlled by earth horizon sensor
was lost for 3 weeks until spin vector precessed outputs
sufficiently for solar arrays to be illuminated

Recovery programs were created to damp nutation of satellite body
and despin satellite to a rate which would not saturate the gyros and
be within the control capability of the reaction wheels

The K7G gyros were damaged by temperature An emergency roll-gyroless modification was designed and uplinked
extremes during unpowered spinning. Large drift to replace the roll gyro control system damping signal with one
rates were noted, with roll gyro drift trending derived from earth sensor data
toward imminent saturation

Fl
Further deterioration of gyros noted in buildup Flight load reconfigured to implement MOBACS, a pitch momentum " ." -.
of drift rates bias control law not requiring gyro data, with full dependency on

earth sensor outputs for pitch and roll control. Modifications were
also made to the magnetic wheel unloading algorithm.

Frequent toggling noted in sign of magnetic An adjustment was made to the magnetic unloading algorithm to
torquers while in magnetic unloading regions reduce cycling of the roll/yaw magnetic coil

Computer interactions during early mission The specialized recovery programs developed for F I were uplinked and
command operations caused Ni thrusting used to despin the spacecraft to its operational configuration
which spun up the spacecraft in orbit

Excessive, false star mapper outputs due to Starfix program included to blank out CSA data while over the
heavy proton bombardment while over the South Atlantic anomaly region. At same time, an opportunity was
South Atlantic taken to adjust control system gains

F2
Intermittent failure to zero of yaw gyro Gyro reasonableness testing incorporated to detect prolonged zero - . ,
digitizer output of yaw gyro and switch to use of redundant skew gyro for 7

yaw cotntrol

Occasional erratic output of sun ,ensr uItputS Reasonableness testing Of SSU outputs incorporated to reject
due to glint fron appendages spurious data and change mode of operation when yaw error is

0O 'I Gradual buildup of roll gyro drift to' ,i rd A t , -g, rI ni dc of operation was uplinked which used skew gyro .
saturation t,,r roll trlss the %,aw gyro output was considered inrerasonable. If

Lnreastnable. tile key, gyro is autotonaticallv used for vaw. antid at
I. irth cinsor-ilcried ro'll rate was used for roll control

Degradation of earth sensor detc tor quadr.Olt, I hc I SRS pr',gr n was mo (dified to prtside for iniiidual correction

.4 3 in the form of increased seglnent IUtpult hdtsS Iteris h0r 'th Of 01C 3 defector egilelts ,sithin eat.h tuadrant
O.141 F3 "' ..

Desire for capability of using N' to, allt, n a tl- M omnentumln l tll ni ig Sottl ar del.igned fr use on F4 was 1iplinked '
cally unload reaction wheel atngular ittinentuti
Also, ad,titional reasonableness test Ing oh g, ros"

Desike to eliminate ascent gutidantC stoftware After sLI.te.tslfih inIto tilit. l11 n-klVte
+ 

block of core Con-

% F6 from orbital flight load to present its inah- +  laming (S \ ,is eroed 'll.

vertent use.
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rable 6. Flight code verification and %alidation effort prior to latnclh,>.

Flight Started Finished Validation '; I Verification ' "

FI Jan. 76 Sept. 76 27 0
F2 Apr. 77 June 77 13 0

F3 Dec. 77 Mar. 78 1 23
F4 June 78 June 79 31 46
F5 Oct. 7 9  Apr. 80 18 31
F6 June 80 Aug. 82 100 100

Table 7. Evolution of CSI)L Block 51) IV&V effort. O "

Prior to Flight Flight Code Verification Flight Code Validation

FI Several simulation verification runs, but no formal Concentration oil perfornance tests, with emphasis on ascent
- fist 5D-I) study of flight code or its data base software. Limited orbit software testing. Limited computer

plotting capability " "O

F2 Fewer ascent tests. Emphasis on testing of new orbital N,
dumping (handback) software

F3 Formal, detailed study of flight code vs. speci- Increased emphasis on orbit performance tests using abnormal
fications initiated. Considerable increase in scenarios. Exhaustive testing of handback software. Instituted
simulation verification runs to test failure paths computer plotting of all telemetry data
of flight code

F4 Continuation of detailed study of flight code Further emphasis on orbit pei formance tests using abnomal
vs. specifications. A further increase in simula- scenarios and simulated equipment failures. Exhaustive test-
tion verification runs ing of new software (MULS) to employ N-i in orbit to unload

-, angular momentum of reaction wheels

F5 Detailed study of 5D-I flight code, but not Limited testing of both ascent and orbital software -
data base, was completed

F6 Comprehensive study of 5D-2 flight code Considerable increase in testing of both ascent and orbit
I st 5D-2) and data base vs. current specifications was flight code. All paths of mission-critical software were

accomplished. Increased emphasis placed on tested. Some de-emphasis of simulation performance
configuration tracking and automatic com- testing in favor of verification testing . -

puter file comparisons

The F1 CSDL testing experience prior to launch had demonstrated that the ascent flight software would operate properly in a
wide range of situations. While the orbit testing was limited to reasonably nominal scenarios, sufficient confidence in the operability - .-- . -
of the coding was amassed to permit a launch. During the F I spin down recovery testing by CSDL, the orbit coding was subjected to
a spectrum of anomalous conditions adding to the confidence in both the flight code and the fidelity of the STF.

For F2, minimum changes from Fl in the ascent software resulted in a reduction in the number of ascent runs. The limited :
time (several months) available for testing was prioritized for focus on new "handback" flight software. Handback was intended to
permit the flight IMU and CIU hardware to be returned from orbit to ascent mode to access the N2 thrusters to either dump residual
N, or to despin the satellite if a leak should occur.

Unfortunately, the single SCP234 configuration of the STF did not expose a dual flight computer interaction condition which
existed. After the launch of F2, the new handback feature was used in an attempt to latch, by N2 thrusting, the solar array which
had failed to complete its deployment sequence. The computer controlling the handback process commanded the flight equipment
(IMU and CIU) to ascent mode. However, tile other computer interferred by commanding the equipment back to orbit mode in
which a different IMU data rate and scaling was used. As a result, the satellite was spun up by the handback software. The vehicle
was subsequently restored to an operational state using the special software loads which had already been developed for the recovery
of Fl. This incident increased program awareness of the hazards of the computer interactions, and resources were provided for
CSDL to start development of the dual computer MSTF.

During the launch of F2, the IMU was subjected to unusually high (4 sigma). short duration vibrational disturbances at liftof,
-ausing software overflows in the ascent guidance software (AGS). The consequence was an improper orbit inclination, affecting the . O

precessional rate of the orbit about the Earth's polar axis. As a result, the AGS coding for F3 was resealed to accommodate IMU
saturation conditions, and the CSDL effort was expanded to increase the level of testing and to initiate a fornal campaign of de- . .
tailed flight code analysis. .

The flight code analysis involved a line-by-line walk-through of programn assembly listings and comparison against the logic .*.
shown in available specifications. Discrepancies between code and specifications were reported, but up-to-date specifications for . :
some software modules were not always existent for meaningful comparisons. I" O . _gd

• .,. .. . . .- |
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For F3 testing, additional time and resources were made available so that the standard repertoire of ascent and orbit tests was
augmented by runs in which special scenarios exercised many of the off-nominal paths in the orbit code. For F3, automatic post-run
plotting of all telemetry data was implemented to facilitate analysis of the enormous amount of data from each run. Up to that time.
analysts had to wade through piles of formatted dumps of telemetry data, hand plotting selective quantities of interest. The launch

* and performance of F3 were superbly uneventful.

With several useful satellites now in orbit, time existed for more comprehensive STF testing by CSDL of the F4 flight code, so O
a larger number of the off-nominal paths were exercised by performance runs in a variety of scenarios (such as failures of gyros, earth -!
sensor quadrants, reaction wheels, momentum unloading coils in both normal and abnormal satellite attitudes). For F4, the N' hand-
back code was redesigned by RCA to enable the use of N-) for automatic unloading of reaction wheel angular momentum (in parallel - " . "

-' with the capability already provided by the MMU coils). This new feature, called MULS, was exhaustively tested by CSDL.

The F4 version of flight code was essentially frozen for F5 so that the CSDL F5 series of tests was limited to the standard
ascent series of tests (because of the criticality of the launch portion of the mission) and several nominal orbit tests. * "".

- Development of MSTF, a dual SCP simulation for 5D-2, was completed and ready for use by CSDL for the F6 V&V activity
with a new generation of flight software. It provided a number of new tools to enhance the conduct of tests and analysis of data. (See
Table 3.)

The IV&V methodology employed by CSDL for F6 was summarized in Tables I and 2. This methodology included considerable --

additional simulation testing, V&V of the flight code data base, routine file dump comparisons on a module-by-module basis of all
flight load deliveries, and semiautomatic specification and code configuration tracking. For F6, sufficient time, resources, and docu-
mentation were available to verify the flight code against meaningful design specifications, validate all flight code functions by simu-
lation, and exercise all paths in mission-critical software modules (such as ascent guidance software and new N2 momentum unload-
ing software, GULS) prior to launch. The launch was, of course, successful and satellite performance conformed to that predicted by
the MSTF simulation.

CONCLUSIONS

The Block 5D IV&V effort totally paid for itself in the launch of the first 5D-I vehicle. In subsequent launches and a variety
of software reconfigurations, it uncovered a number of software problems and generally provided comfort to the DMSP community.
Additional confidence was provided as required by the program atmosphere by increasing the level of IV&V.

During the conduct of the CSDL Block 5D IV&V work and simulation development effort which accompanied it, a number of
lessons were learned by the CSDL team which may be helpful for similar work in the future.

First, regarding software validation and verification:

(1) IV&V requires intimate knowledge of the software and system. To develop this expertise and to ensure tnat effective
IV&V is even possible, the activity should be initiated as early as possible in the program development cycle.

(2) Software IV&V is a systems task requiring systems knowledge and experience, not just software expertise. . " . •

(3) There is no substitute for the validation technique of operating the actual software in a closed-loop simulation. This pro-
vides the highest overall confidence in the usability of the software.

(4) Software validation is not in itself sufficient;vei-iication is also required to find software problems.

(5) Every opportunity should be exploited to obtain machine-readable information and to insert that data into a computer
for it can be sorted and manipulated in a remarkable number of ways. %

(6) Frequently, the most interesting results of a test will be unrelated to the test objective.

(7) Some iteration of the IV&V effort can always be expected due to either design changes or corrections to problems found
during V&V.

(8) Simulation tools can be used in a variety of unanticipated ways provided that ready access to these facilities is available.

There are also some observations regarding simulation development that may be useful for future efforts. - " " .O . .

(1) The documentation of a computer program is as important as the coding itself, for the program will surely be redesigned
and used by someone other than the original designer and programmer.

(2) More computer memory is always needed, and getting the most possible at the start will result in straightforward coding
and lower overall software development costs.

.... -. .4
(3) While the current trend is for virtually exclusive use of higher-order languages to minimize development cost, assembly

languages for simulations provide the benefit of facilitating patching for special purposes.

(4) Software configuration control is indispensable for preserving design integrity.

(5) While there is a trend toward elimination of traditional software flow diagrams in favor of documentation by program de-
velopment languages, flow diagrams are indispensable in involving nonprogrammer personnel in the design and review
process.



.: :. .--..- .. -

24-12

(6) Design assumptions and references should be carefully documented because they will surely be challenged, reviewed, and
re-reviewed at some future time.

(7) Extra fidelity in modeling will usually have a payoff.
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DEPARTMENT OF THE AIR FORCE
HEADQUARTERS UNITED STATES AIR FORCE

WASHINGTON, DC 20330

2 8 JUN 1984

Mr. J. E. Cundiff
Defense Technical Information Center
Defense Logistics Agency

J-. Cameron Station
Alexandria, VA 22314

Dear Mr. Cundiff

Regarding AGARD-CP-350, Paper No. 16, by Bowles and Altobelli,
the proprietary information statement can be removed. Confirmation
is provided in the attached AGARD letter, which includes the
Clearance Certificate.

Sincerely

GEORGE RADIC, Major, USAF
US Nat .6nal Coordinator for
AGARD

I Atch
NATO AGARD Ltr, 28 May 84
w/Atch
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- ADVISORY GROUP FOR AEROSPACE RESEARCH AND DEVELOPMENT

NORTH ATLANTIC TREATY ORGANIZATION

ETS/HL/92 28 May 1984

Major G C Radic
Headquarters United States Air Force
Attn: AF/RDI
The Pentagon
Washington DC 20330

Dear Major Radic

I write in reply to your letter of 9 May.

Regard-ing CP-350, Paper No 16, by Bowles and Altobelli, I
confirm that the proprietary information statement should
have been removed prior to printing. As you will see from
the attachment, we hold a Clearance Certificate which states
specifically that the Paper contains no proprietary information.
You may therefore instruct DTIC to remove the statement.

Concerning the AGARD Index 80-82, we never know the precise
dates of hard-copy shipments to the US. We merely know that
the cartons are delivered to the Air Base! It is a matter
of speculation just how long they have to stay there before
they are transported since shipments are made on a 'space-
available' basis. However, the facts are as follows: the
bulk hard-copy consignment for NASA Langley was delivered to
the Air Base on 20 February 1984. All other US copies (that
is, for the National Delegates, Panel Members, etc.) were
sent by the APO on 18 February. No copies were sent to
NTIS because we were advised last year (see letter attached)
that NTIS no longer requires copies cf AGARD publications to
be provided direct.,

The microfiche copies of the NATO Index were all dispatched
to STIF, Baltimore/Washington International Airport, on
16 May by normal post.

Yours sincerely

E T Sharp Attachments:
Scientific Publications - As stated
Executive
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